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Abstract. Let {Yikl, n 3 1) denote the sequence of k-th record 
values of the sequence {X,, n 2 1) of i.i.d, random variables with an 
absolutely continuous distribution function F. Fix  EN. We show 
that, for some very broad class of distributions P, the limit distribution 
of the sequence 

is the gamma distribution with pdf 

d' 
L,J(X) = - ( r -  I)! xr-'exp(-Ax), x z 0, 

where IZ > 0 is a parameter which depends on F. We prove the similar 
result for k-th lower record values g:). Moreover, we discuss the asy- 
mptotic behaviour of quotients of these quantities. 

1. INTRODUCTION 

Let (X,, n 2 1) be a sequence of independent identically distributed ran- 
dom variables with a cornmon distribution function (cdf) F and probability 
density function (pdof. Moreover, let XI:,, . . ., X,:, denote the order statistics 
of a sample XI, .. ., Xn. 

For a fixed k >, 1 we define the k-th (upper) record times Uk (a), n 2 I, of the 
sequence (X,, n >, 1) as U,  (1) = 1, 

and the k-th upper record values as Ykk) = X uk(tt):uk(n]+k-I for 8 1 (cf. C31)- 
Note that for k = 1 we have YL1' = X ~ ~ ( n ) : ~ l [ n )  : = Rn - (upper) record 

values of the sequence {X,, n 2 I) and that yik) = XI:, = min (XI, . . ., X,). 
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Similarly, for a fmed k 2 1 we define the k-th lower record times Lk(n), 
n 2 1, of the sequence (X,, n 2 1) as L,(1) = 1, 

and the k-th lower record values as ZAk) = X k : ~ , & ) + k - l  for n 2 1. 
Note that for k = 1 we have 2;') = Xl:,,(,l : = Rk - (lower) record values 

of the sequence {X,, n 2 1) and that ZIk1 = XkZk = max ( X I ,  . . . , Xk).  
In [4] it has been shown that if P is an absolutely continuous distribution 

function :with probability density function f, concentrated on- the interval 
S c R, and if h (x)  = f (x) / ( l  - F (x))  is a differentiable function with a bounded 
first derivative, then 

(D - in distribution), where W, is exponentially distributed for all n with the df 

and R = h(x:)  (the right limit of h(x)  at the point x,), x, = infS, and F,*, 
F*, denote the distribution concentrated at zero and the improper distribution 
concentrated at infinity, respectively. 

Moreover, it is shown in [2] that, under suitable assumptions, the limit 
distributions of sequences 

k (Zkk) - Zkki , k 3 1 , 

and 

are exponential distributions with appropriate parameters depending on F. 
In this paper we extend those results and we show that for a large class of 

distributions F for any fixed a,  EN, the sequences 

converge in distribution as k + oo to some gamma distributed random varia- 
bles, respectively. Moreover, we show that for any fixed k, r EN, the sequences 

n (Y$kiJYik)  - 1), la 3 1, and n (Z$k)/Z;k$r- I), n 2 1 ,  

converge weakly as n + ao to gamma or negative gamma distribution. We 
illustrate our results with examples of limit behaviour of differences and quo- 
tients of k-th records. In the last section we discuss alternative proofs of the 
main results of the paper. 
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NOTATION. Throughout the paper r ( a ,  8), where a > 0, /I > 0, denotes 
a gamma distributed random variable with the pdf 

If p = 0, then T ( a ,  p) is improper distribution concentrated .at co, and if 
j? = a, then T ( a ,  B) is the distribution concentrated at zero. Similarly, 
NT(a ,  B), where a > 0, #I > 0, denotes a negative gamma distribution with 
the pdf - 

Moreover, let F(x) = 1-F(x) and 

H (x) = - log (F(x)), h (x) = f (x)/F (x) = R (x) 

denote the hazard function and the hazard rate of F, respectively. Similarly, let 

I7 (x) = -log F(x), K(x) = f (x)/F (x) = - H' (x). 

We also define 

q(x) = - - f tx) and q(x)  = - f 
F (x) log F (x) F (x) log P (x) ' 

2 PROBABILITY DISTRIBUTIONS OF yik), - Y:' AND zik'- z:'), 

It is known that the pdf of yik) is 

and the joint pdf of (YE), Yik)), rn < n, is 

k" 
fyE',yLk) (x, Y) = (m- I)! (n-m-  I)! ( H  @I)" - ' h (x) 

for x c y and it is 0 for x 2 y (6. [5] ) ,  
Moreover, the pdf of Zkk) is 
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and the joint pdf of (2:); Zf]), m < n, is 

for x 2 y and it is 0 otherwise. 

LEMMA 1. The distribution function of the random variubk A::! = Y f i ,  - Yik) 
is of the;form 

for x 2 0 and it is 0 otherwise. 

Proof.  Using (2.2) we see that the pdf of A;:! is 

for w 2 0. Therefore, the df of AI,!~ is 

K 

Fdei  (x) = (n-  I ) !  (r - I)! 
1 

x {{(-Iogt)'-'tk-l dt) du, 
a 

where 

u := a(u,  X )  = F(u+x)/F(u).  

Since 

we have 

and 

k" 
F ~ % ( X )  = - ~ ( - ~ o ~ ( F ( u ) ) ~ - ~ ( F ( u ) ) L - ~ ~ ( u )  

(n- I)! 
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k" -- J (-log(+(u))r-l ( ~ ( u ) ) L - l f  (4 
(n- I)! a 

which completes the proof of Lemma 1. PA 

Using (2.3) and (2.4) instead of (2.1) and (2.2) we prove the similar result for 
k-th lower records. 

LEMMA 2. The distribution function of the random variable Difi = Zikl -ZikL, is 
of the form 

for x >, 0 and it is 0 otherwise. 

Proof. Using (2.4) we see that the pdf of DL!! is (after similar evaluations 
as in Lemma 1) 

for w 2 0. Therefore the df of D$! is 

1 

x (j  (-log t)'- l tk- dt) du, 
B 

where 

p : =  B(u, X) = F(u-x)/F(u). 

Using (2.6) we easily complete the proof of Lemma 2. rn 
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i 

3. PROBABKW DISTRIBUTIONS OF Y!~,/Y$~' I' zk'/ZAkl, 

We start this section with the following lemma. 

LEMMA 3. For all real numbers A, By C, 0 d A i 3 < C, and n, r E N ,  
B 

1 un- ' (C-ur-I  du 
A 

Noi let us state and prove the results on the probability distributions of 
quotients Yiki ,/Y kkl and Zkk)/aki,. 

LEMMA 4. The distribution function of the random variable UlEf? = Ykk$,/~Lkl 
is of the form 

/ flmlc("+;') ip+.-i b, z)(R-l(Y, Z)--~Y~FY:~~CY) for z 6 0 ,  
j= 0 0 

I 
! 

where 

p : = P ( Y . k ) < o , Y ~ k ~ . > o ) ,  ~ : ' = P { Y $ ~ ' < O J + P { Y : ~ , > O ) ,  

and 
R d y  7 2) = H (y/z)/H (Y) . 

Proof. Note that if (X, Y) is an absolutely continuous random vector 
with a pdf f (x ,  y) such that X d Y, then the distribution function of the ran- 
dom variable Z = Y / X  is 

(3.2) Fz(z) 
a Y / Z  

P ( X < O ,  Y > O ) - J  J f ( x , y ) d x d y  for z < 0 ,  
0 -03 

0 y/z 

P ( X < O ,  Y > O ] +  J J f ( x , y ) d x d y  for O < z < l ,  
-03 -03 
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Put X = Yik) and Y = yikJ,; then Z = UJ,! and we obtain (3.1) combining (3.2) 
with (2.2) and Lemma 3. For instance, for z < 0 

Using Lemma 3 with A = 0, B = HCyIz) and C = H ( y )  we obtain 

The remaining cases 0 < z < 1 and z 2 1 may be treated similarly. 

In the same way we prove the foIIowing result. 

LEMMA 5 .  The distribution function 4 the random variable Tit: = Zhkj/~I,kl, 
is of the form 

- 1 O ( j )!mp+r-l (JJ, I) (IT-  ' b, Z) - l ) ' d ~ , ~ ~  n+r 0 for r < 1,  
- - 

where R ly , z) = 1T (yz)/R 0. 

4 I J ~ I T  DISTRIBUTIONS OF DIFFERENCES OF k-TH RECORD VALUES 

THEOREM 1. Let F be an absolutely continuous distribution function with 
demity f and the interval S c R as the support, such that h (x) = f (x) / ( l  - F (x)) is 
a di$erentiabk function with bounded first derivative 

Let usfix r E N and assume that (F,, k 2 1) is a sequence of distribution functions 
of the f o m  
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for x >, 0 and it equals 0 otherwise, where {GI, k 2 1) is n sequence of dis- 
tribution functions such that 

(4.2) G k + G ,  k + m ,  

and G is a distribution concentrated at a point xoeaS. Then 

F k + E , n ,  k + m ?  

where F:, is the df of T(r ,  A) random variable and 

lim,,,ot h(x)  if x0 = infS, 
I = {  

- 

m h (x)  if xo = sup S . 

Pro of. Applying Taylor's formula to the fmction s (z) = -log (1 - F (2)) 
we obtain 

where 0 < 8 < 1. Therefore 

By (4.1) we have 

where 
r-1  1 

H, , r (x )  = i = o  .IS(xh(u)+h' 1 .  e x p ( - x h ( u ) ) d ~ ~ ( u ) .  

Let us fix i e (0 ,  1,  . .., r-1). Using the binomial formula we obtain 

xh (u) + h' u + - - exp (- xh (26) )  dGk (u) ( 
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say. Now, by (4.2) we have 

and by (4.1) again 

where R is given by (4.3) below. This proves that for x >, 0 
- 

r - 1  I 

lim H,, (x) = f (hy exp (-Ax), 
k +  m i=o  1 .  

which is the tail of T(r, A) distribution function. rn 

Using Lemma 1 one can see (cf. Example 1 in Section 6) that if 
f (x) = R exp(-Ax), x 2 0, then for all n, F E N  the random variable 
k ( Y 2 , -  YIk)) has the gamma T(r, 1) distribution. The following theorem 
states that for a broad class of distributions F the asymptotic distribution of 
k(YLklr- Yikb) is also r (r, A) with 1 depending on P. 

THEKIREM 2. Suppose that (X,, n 2 1) is a sequence of i.i.d. random varia- 
bles with df F and pdf f, with the interval S c R as the support, and that 
h (x) = f (x)/F(x) is a diflmentiable function with bounded $rst derivative. Then 
for m y  fixed n, r E N 

~ ( Y ~ - Y ~ ( , A ) ,  k + w ,  
where 

(4.3) 

and xo = inf S .  

A = lim h (x) 
X ' X ~  

P r o  of. By Lemma 1 the df of kdJff! is 

where Gk is the distribution function of Ykk). Since Yik) 3 x, = inf S as k -, w  , 
Theorem 1 implies the result. rn 

Remark  1. For r = 1 we obtain results of 141. 
In the same way, but using Lemma 2 instead of Lemma 1, we can study 

limit behaviour of k (Zkk) - Zik4 ,). 
THEOREM 3. Let F be an absolutely continuous distribution function with 

density f and the interval S c R as the support, such that F(x) = f (x)/F(x) is 
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1 

a diferentiable function with bounded first derivative 

Let us $x Y E N  and assume that (Fk, k 2 1 )  is a sequence of distribution func- 
tions of the form 

for x 2 O'and it equah 0 otherwise, where (G, ,  k 3 1 )  is a sequence Sf distribution 
! functions such that 

(4.5) G k + G ,  k - t m ,  

and G is a distribution concentrated at a point X O E ~ S .  Then 

Fk+F?;l; k-tco, 

where 

lirn K(x) if xo = inf S ,  
I= 

lim K(x) ' i j  x, =sups.  
x-x, 

Pro of. Applying Taylor's formula to the function B(z) = log F(z)  we ob- 
tain 

log 
F (u) 

= -K(u)-+h' k ( u- -  "C");:' - 
where 0 < 13 < 1. Therefore 

By (4.4) we have 

where 
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Let us fix i~ (0, 1 ,  . . ., r -  1). Using the binomial formula we obtain 

:= 11+12y 

say. Now, by (4.5) we have 

x e x p ( - x ) ,  k + m ,  

and by (4.4) again 

J (xh(u))jexp (- xh(u)) dGk (u) + 0, k 4 co , 
j = O  S 

where X is given by (4.3). This proves that for x > 0 

lim Rk,l (x) = C < (1' exp (- Xx), 
k+ m i=o 1 .  

which is the tail of r(r, 2) distribution function. ta 

THEOREN 4. Suppose that ( X , ,  n 2 1 )  is a sequence of i.i.d. random varia- 
bles with df F and p d f f ,  with the interval S c R as the support, and that 
h(x) = f (x ) /F(x)  is a tigerentiable function with bounded first derivative. Then 
for any $xed n, r E N 

where X = limx,,o h ( x )  and x, = sup S .  

Pro of. By Lemma 2 the df of kD$! is 

where Gk is the distribution function of ZLk). Since ZLk) 3 x, = sup S as k + oo, 
Theorem 3 implies the result. rn 

Remark 2. For r = 1 we obtain results of 121. 
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5. LIMIT DISTRTBUTZONS OF QUOTIENTS OF k-TI3 RECOW VALUES 

THEOREM 5. Let F be an absolutely continuous distribution function with 
density f and the interzral S c W as the support and suppose that q(s )  is a differen- 
tiable function such that 

Let (G,, n 2 1 )  be a sequence of distribution functions such that 

and G is a distribution concentrated at a point x, = sup S. Let us Bx r E N  and 
assume that {F,, n 2 1 )  is a sequence of distribution functions of the form 

~ " - ' ~ ,  x ) ( R , - ~ ( ~ ,  x ) - l ) i d ~ , , + , ~ y )  for x < -n, 

where pk = G, (0) - Gn+, (0), p i  = 1 + Gn (0)- Gn+, (0), and 

Let 

(5.3) p = lim xq (x).  
x-x, 

Then: 
( I )  if x ,  > 0, the sequence (10,) converges weakly to F z ,  as n -, co , where 

F z ,  is the df of r ( r ,  p) distribution; 
(2) ifx, < 0, the sequence {F,) converges weakly to F z - ,  as n -, co, where 

F z ,  is the df  of N r ( r ,  v) distribution. 

Proof. Let us consider the function ~ ( x )  = log H (u). Applying Taylor's 
formula we obtain 
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where 0 < 0 < 1. Therefore 

Rnb3 XI = exP(-Yqb)&)exP(;Yz*~(&)(&y). 

By (5.1) we have 

I Y Z ~ ' ( I  +L/~)J ~ ( 1  +:ry 

which gives 
- 

I eXP(-Y&)&)eXP(-=) MxZ 4 G ~ X P ( - Y C ~ ( Y I - & ) ~ X P ( ~ ) .  Mx2 

Now fix j E {O, 1, . . ., r - 1). Then 

Mx2(n+r-1) 
Efn CZAIrr,. +A] 

where 2, = Y,+, q (Y,,,), with having the df G,, 

n+r-1 ~ ~ ( ~ + r - l ) ) (  exp ( - rn MX') lr +- - 
n f x  n+x 2n2 

and 

( + - ) )  exp ( =  - -  MX') - l)j . 
I n+x n+x 2n2 

By (4.2) and (5.3) we have Z , z  p as n + co. Moreover, 

(zx)' J;n (z) -) eVzX -- 
j ! 9 n + w ,  

and 
(zx)j fn (z) + e-Zx - - , n + m .  
j ! 

Consider two possible cases: 
(1) xo = sup S > 0. Then p; + 0 as n + oo, p > 0 and, for n sufficiently 

large, Y, > 0. Therefore F,, (x) = 0 for x < 0, and for x > 0 

which is the df of r (r  , p). 
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(2) x, = sup S < 0. Then pn = 0 ,  p < 0 and F,  (x) = 1 for x > 0. Therefore 
for - n < x d O  

r - 1  

Fm (x) + e-plxl r - P  lxlY 
3 n + m ,  

j=o j ! 

which is the df of N r  ( r ,  -p), H 

THEOREM 6. Suppose that (X,, n  3 1)  is a sequence of i.i.d. random varia- 
bles with df F and pd f i  with theainterual S c R as the support, and that q(x) is 
a d~yerentiable function satisfying (5.1). Then for any fixed k ,  T E N  

Yik! r b - 9  P?. g sups > 0,  
n ( l ) r , -  i f s ~ p S < C l  

as n + m, where p is given by (5.3). 

Proof. By Lemma 4 the distribution function of n(Yikir/Yikl- 1) is of the 
form (5.2) with G, being the df of Yik). Since Yik) 2 x, = sup S as n -+ a, the 
result follows from Theorem 5. 

In the same way we can study limit behaviour of quotients of k-th lower 
records. 

THEOREM 7. Let F be an absolutely continuous distribution function with 
density f and the interval S c R as the support and assume that i j ( x )  is a dieren- 
tiable function such that 

Let (G,, n  2 1) be a sequence of distribution functions such that 

and G is a distribution concentrated at a point xo = inf S. Let us Jix r E N  and 
assume that {F,, n 2 1 )  is a sequence of distribution functions of the form 

where 
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Let 

ji = lim xq (x). 
x+x ,  

Then : 
(1) if x, > 0, the sequence {F , )  conuerges weakly to FF,- as n + co; 
(2) if x, < 0, the sequence {F,}  converges weakly to F;-, as n 4 m. 

THEOREM 8. Suppose that (X,, n 3 1 )  is a sequence of i.i.d. random varia- 
bles with df,F and pdff,  with the ilareruaI S c R as the support, and that q(x) is 
a dzyerentiable function satisfying (5.4). Then for any jxed k, r E N 

as n + KO, where ji is given by (5.5). 

Remark 3. For r = 1 we obtain results of [2].  

6. EXAMPLES 

In this section we give examples of asymptotic behaviour of differences 
and quotients of k-th record values from particular distributions. 

EXAMPLE 1. Consider exponential Exp(il) and negative exponential 
NExp (2) distribution functions given by 

1-e-'" for x20, 
F (x) = 

for x < 0 
and 

eAx f o r x G 0 ,  
G (x) = 1 f o r x > O ,  

respectively. Then using (2.5) we see that the density function of from F is 

n hit; (XI = - ( k ~ ) ~ - l  e-kAx, x 2 0. 
(r- I ) !  

This implies that kAI,?; from the df F has the gamma r ( r ,  A) distribution for all 
k E N. Similarly, using (2.7) we see that k~::? from the df G has also the gamma 
T(r ,  A) distribution for all  EN. 

Further on, using Theorems 2 and 4 we see that kAit! from G as well as 
kD$t! from F both converge, as k + GO, to improper distribution concentrated 
at GO. 

3 - PAMS 23.1 
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EXAMPLE 2. Let f, and f2 be probability density functions. Write 

where p = 1 - q ~ ( 0 ,  1) with 

Note that f (x) = Cf, *fi)(x), i.e. fi and f2 satisfy the Duguk condition (cf. 161). 
Now 

4 (4 = pa for x z O  and limxq(x)= 1, 
Pax - q logq x-+ m 

and by Theorem 6 we have 

Moreover, 

a 
q(x) = @X -Iogp f o r x < O  and lim xq(x)= l ,  

x - t - m  

which by Theorem 8 gives 

( / - l ) ( l  n + w .  

On the other hand, 

lim h(x) = lim A(x) = 0, 
x+-m x+ m 

and by Theorems 2 and 4 the limit distributions of difTerences kAfL and k~::! 
are improper distributions concentrated at c~ . 

EXAMPLE 3: Define the following distribution functions: 

l -e-" for x 2 0 ,  
A > 0; 

for x < 0, 

1 - e'lx for x < 0, 
p > O .  

for x 2 0, 

Then H l ( x )  = Ax for x > 0, and by Lemma 4 we see that the distribution 
function of quotients of k-th upper record values from F1 is FUckr I,r (z) = 0 for 
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z < 1 and 
r - 1  

(2-l)i for z>l. 
j=  0 

Therefore for x 2 0 

or t ~ ( u f ! - i j ~ r ( ~ ,  I), n q m .  - 

For quotients of k-th records from F z  we have H,(x) = -A/x for x 1 0 
I 
I and by Lemma 4 we see that F,( , (~I  - (x) = I for x 2 0 while for -n < x < 0 

nlr 

I 
I or n ( ~ L : ! - 1 ) 5 ~ r ( r ,  11, n-, m. 

, EXAMPLE 4. Consider the Pareto distribution function given by 

! 
I 

I 
Then 

1 - l / x a  for x 2 1 ,  
F (x) = C for x < 1. 

and 
P (u + x/k) ( F(u) ))=(l+-?-)-ak+~(a*6, k - m .  

Therefore, since YLk) 3 1, k -, o~ , we have 

or equivalently k (Y kki, - Hik)) 3 r (r, a), k -, oo . 
Similarly it can be shown that for k-th lower records from the negative 

Pareto distribution NPareto (a) with pdf f (x) = a I x ~ - ~ - '  I { -  ,,- ,, (x), where 
a > 0, we have 

k ( ~ ~ ) - ~ ~ ) ( r , a )  as k + m .  

Moreover, consider inverse Pareto distribution InvPareto(a, a) and 
negative inverse Pareto distribution NInvPareto (a, 0) given by distribution 
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functions 

respectively. Let a = 1. Then using Theorems 2 and 4 it can be shown that 
kdf! from F ,  as well as k ~ k f !  from Fa both converge, as k + coy to r(r, l/g) 
distribution. 

EXAMPLE 5. We know that the limit distribution of differences kDif\ of 
k-th lower records from Gumbel distribution is not a proper dfitribution (cf. 
[2]); it may be considered as the distribution concentrated at co. This fact can 
also be shown for kDif;. In a similar way the sequence of differences kA$ of 
k-th upper records from the negative Gumbel distribution 

converge to the distribution concentrated at a. 
The limit properties of kA$, k D f : ,  n(Ui:!-l) and n(Tfi- 1) for the dis- 

tributions of the above examples are shown in the Table. 

Table 

7. DISCUSSION 

In Sections 4 and 5 we studied limit distributions of k-th record values 
following the approach of Gajek [4] and its extension from [2]. It  leads to 
theorems yielding gamma distributions as limit distributions for large classes 

F kD$: kd it! 

E ~ P  (4 
NExp (4 

EXP (Pff/q)*NegEx~ (a) 
InvExp 

NInvExp 
Pareto (a) 

NPareto (ct) 

InvPareto (1 ,  cr) 
NInvPareto (1, a) 

NGumbel 
Gumbel 

n (Ui:; - 1) n (Ti!; - 1) 

n-trm k+m 

3 r ( r ,  1) 
D 
+a 

z r ( r y l )  
D 
+a 

( 1 )  
D 
+ o ~  

30 
3 0  
D 
+ o ~  

30 
3 r ( r ,  1) 

- r ( r ,  4 
D 
-+m 
D 
- + m  
D 

-+CO 
D 

- 0 0  

3 r ( r ,  a) 
50 

( 1 )  
D 
-00 
D 
joO 

D 
4 0 0  

D + w  
3 N ~ ( T ,  1) 
% N r ( r , l )  

3 T (r ,  1) 
D 
-kc0 

30 
D 
-+a 
D 
+ C O  

30 
3 N r  (r, I )  

2 0  

D 
+m - r ( r y  i) 
D 
-+m 
D 
+a0 
D 
+ w  
30 

3 r ( r ,  a) 
D 
+co 

( 1  
D 
-+cO 
D 
-+m 
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of sequences of distribution functions. h particular, from Theorems 1,3,5 and 7 
we are able to derive easily limit distributions of differences and quotients of 
non-adjacent k-th record values. In this section we note that Theorems 2, 4, 
6 and 8 (being consequences of Theorems 1,3,5 and 7) can be also obtained by 
arguments based on some distribution properties of record values. 

Let (Ykk', n 2 1) be the sequence of k-th record values of the sequence 
( X , ,  n 2 1) of i.i.d. random variables with the df F and the pdf f. Moreover, let 
(FLk), n >  1) be the sequence of k-th record values of the sequence (Xn, n 2 1) 
of i.i.d. random variables with the df G and the pdf g. Define the function 

where F-' is the pseudo-inverse of F. We use the fact that the sequences (Y:"), 
n 2 1) and {H, (Pik)), n 2 1) have the same finite-dimensional distributions. In 
particular, for n 3 1, k 2 1 

'R' d HG (Pik)),  
y n  - 

where denotes equality in distribution. Therefore 

by the mean value theorem, where 

(7.2) Pik) "' oi'f; "' plfil.,, 
Note that 

Now the statement of Theorem 2 is a consequence of the following ar- 
guments. Let G(x) = 1 -e-", x 2 0. By (7.1) we have 

But k(Pikl,- PI)) has the gamma r ( r ,  1) distribution and by (7.2) we obtain 
8,:; 5 0 as k + co , and then 

where 

A =  lim f(x), 
x*F- l(0) 

which is the same as 1 given in (4.3). Therefore 

Remark  4. Theorem 4 can be proved in the same way, but with 
G(x) = ex, x < 0, which is a negative exponential distribution function. 
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Similarly, Theorem 6 can be established as follows. Assume that 
G(x) = 1 - exp (- e") x x E, is a negative Gumbel distribution function. By (7.1) 
we have 

From Lemma 1 we see that n (yiklr- Yikl) has the gamma T ( r ,  1) distribution 
and by (7.2) we obtain O!,:! 3 0 as n + oo, which implies 

where 

which is the same as p given in (5.3). Note that ,u 2 0 if F-I  (1) > 0 and p < 0 if 
F -  (I) < 0. Therefore 

Remark  5. Theorem 8 can be proved in the same way, but with 
G (x) = exp (- e-"), x E R, which is a Gumbel distribution function. 
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