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#### Abstract

In multiple linear regression with normally distributed errors, it is shown that a test procedure for a hypothesis about the intercept which is $\alpha$-admissible when the design matrix is fixed is inadmissible when the design matrix is an ancillary statistic. The result of this paper is a complementary one to Brown's paper [2].


1. Introduction. The purpose of this paper is to show an ancillary paradox in testing which appears in a linear regression. It will be shown that a test procedure for a hypothesis involving the intercept is $\alpha$-admissible when the design matrix is fixed, but the test procedure is inadmissible when the design matrix is an ancillary statistic.

Consider the usual multiple linear regression

$$
\begin{equation*}
Y_{i}=\mu+V_{i}^{t} \beta+\varepsilon_{i}, \quad i=1, \ldots, n, \tag{1.1}
\end{equation*}
$$

where $Y=\left(Y_{1}, \ldots, Y_{n}\right)^{t}$ is the dependent variable vector, $\mu \in R, \beta=\left(\beta_{1}, \ldots, \beta_{p}\right)^{t}$ $\in R^{p}$ are unknown parameters, and $V_{i}=\left(V_{i 1}, \ldots, V_{i p}\right)^{t}, i=1, \ldots, n$, are the predictor variables. The errors $\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right)^{t}$ are assumed to be normally distributed, i.e.,

$$
\begin{equation*}
\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right)^{t} \sim N\left(0, \sigma^{2} I\right) \tag{1.2}
\end{equation*}
$$

We are interested in testing for a hypothesis about the $y$-intercept value $\mu$, i.e., the population mean of the dependent variables when the predictor variables are all zero.

The main purpose of this paper is to show that the admissibility of a test procedure for a hypothesis about $\mu$ depends on the distribution of the predictor variables, i.e., the test is $\alpha$-admissible if the predictor variables are preassigned constant values, but it is inadmissible if the predictor variables are independent normal having mean 0 and identity covariance matrix. This result is a complementary to that of Brown [2].

[^0]Fisher [3] introduces the notion of an ancillary statistic partly as a basis for conditioning, which is an old and commonly used tool in statistical inference. Fisher [3] defines an ancillary statistic $U$ as one that has a law independent of $\theta$, and together with the m.l.e. $\hat{\theta}$ forms a sufficient statistic. Fisher's rationale for considering ancillarity is as follows: $U$ by itself contains no information about $\theta$, and does not affect $\hat{\theta}$. However, the value of $U$ may tell us something about the precision of $\hat{\theta}$, e.g., $\operatorname{Var}_{\theta}(\hat{\theta} \mid U=u)$ might depend on $u$. It is widely believed that the value of ancillary statistic does not affect statistical inferences, i.e., statistical inference should be carried out conditional on the value of any ancillary statistic.

Brown [2] shows that in multiple linear regression the admissibility of the ordinary estimator of the constant term depends on the distribution of the predictor variables, which are ancillary statistics. He [4]-[7] extends Brown's results to various models, and He and Strawderman [8] discuss the estimation in elliptically contoured regression.

We will discuss a test procedure in Section 2 for a fixed design. We prove that a test procedure for a hypothesis about intercept $\mu$ is $\alpha$-admissible when the predictor variables are fixed. In Section 3 we prove that the test procedure is inadmissible when the predictor variables are random with known normal distribution having mean 0 and identity covariance matrix.
2. The case of fixed design: Admissibility of test. We will first consider the case where the predictor variables $V$ are fixed.

Under the model (1.1) and assumption (1.2) we know that

$$
Y \sim N_{n}\left(1 \mu+V \beta, \sigma^{2} I\right)
$$

with an $(n \times p)$-matrix $V=\left(V_{1}, \ldots, V_{n}\right)^{t}$, and $\mathbb{1}=(1, \ldots, 1)^{t} \in R^{n}$.
Let $\bar{Y}=n^{-1} 1^{t} Y$ (a scalar), $\bar{V}=n^{-1} 1^{t} V$ (a $(1 \times p)$ row vector), and $S=(V-\mathbb{1} \bar{V})^{t}(V-1 \bar{V})(a(p \times p)$-matrix and positive definite with probability 1$)$. The least squared estimators of $\mu$ and $\beta$ are, respectively, the following:

$$
\begin{gather*}
\hat{\mu}=\bar{Y}-\bar{V} \hat{\beta}  \tag{2.1}\\
\hat{\beta}=S^{-1} V^{t}(Y-\bar{Y} \mathbb{1}) \tag{2.2}
\end{gather*}
$$

and

$$
\begin{equation*}
\binom{\hat{\mu}}{\hat{\beta}} \sim N_{p+1}\left(\binom{\mu}{\beta}, \Sigma(V)\right) \tag{2.3}
\end{equation*}
$$

where

$$
\Sigma(V)=\sigma^{2}\left(\begin{array}{cc}
n^{-1}+\bar{V} S^{-1} \bar{Y}^{t} & -\bar{V} S^{-1} \\
-S^{-1} \bar{V}^{t} & S^{-1}
\end{array}\right)
$$

We will consider testing the intercept $\mu$ in the regression model (1.1). Our hypothesis is

$$
\begin{equation*}
H_{0}: \mu \leqslant \mu_{1} \text { or } \mu \geqslant \mu_{2}\left(\mu_{1}<\mu_{2}\right), \quad H_{a}: \mu_{1}<\mu<\mu_{2} \tag{2.4}
\end{equation*}
$$

A test $\phi_{0}$ is called $\alpha$-admissible (Lehmann [9], p. 306) if, for any other level- $\alpha$ test $\phi$,

$$
E_{\mu} \phi(Y) \geqslant E_{\mu} \phi_{0}(Y) \quad \text { for all } \mu \in H_{a}
$$

implies

$$
E_{\mu} \phi(Y)=E_{\mu} \phi_{0}(Y) \quad \text { for all } \mu \in H_{a} .
$$

This definition takes no account of the relationship of $E_{\mu} \phi(Y)$ and $E_{\mu} \phi_{0}(Y)$ for $\mu \in H_{0}$ beyond the requirement that both tests are of level $\alpha$.

Let $I(A)$ be the indicator function of the set $A$. We have the following lemma: .

Lemma 2.1. For given $\sigma^{2}$ and $V$, the test $\phi_{0}(\hat{\mu})=I\left(c_{1}<\hat{\mu}<\dot{c}_{2}\right)$ is $\alpha$-admissible for the hypothesis (2.4) if and only if

$$
\begin{equation*}
E_{\mu_{1}} \phi_{0}(\hat{\mu})=E_{\mu_{2}} \phi_{0}(\hat{\mu})=\alpha, \tag{2.5}
\end{equation*}
$$

where $\alpha$ is the size of the test.
Proof. From formula (2.3) we know that $\hat{\mu} \sim N\left(\mu, \sigma_{\mu}^{2}\right)$, where $\sigma_{\mu}^{2}$ $=\left(n^{-1}+\bar{V} S^{-1} \bar{V}^{t}\right) \sigma^{2}$. By Theorem 6 of Lehmann [9], p. 82, the test $\phi_{0}(\hat{\mu})=I\left(c_{1}<\hat{\mu}<c_{2}\right)$ is the UMP test.

If (2.5) holds, the test $\phi_{0}(\hat{\mu})$ is the UMP unbiased test, then it is $\alpha$-admissible.

Suppose $\phi_{0}(\hat{\mu})$ is $\alpha$-admissible and (2.5) does not hold; then using the same method as in Example 12 of Lehmann [9], p. 306, we see that $\phi_{0}(\hat{\mu})$ is not $\alpha$-admissible.
3. The case of random design: Inadmissibility of test. In this section we will assume that $V=\left(V_{1}, \ldots, V_{n}\right)^{t}$ is random with distribution

$$
\begin{equation*}
V_{i} \sim N_{p}(0, I), \quad i=1, \ldots, n, p \geqslant 3 . \tag{3.1}
\end{equation*}
$$

The usual least squared estimator of $\mu$ is still

$$
\hat{\mu}=\bar{Y}-\bar{V} \hat{\beta}
$$

Following ideas in Brown [2],

$$
\begin{equation*}
\tilde{\mu}=\bar{Y}-\bar{V} \tilde{\beta}(\hat{\beta}, S)=\hat{\mu}+\bar{V}(\hat{\beta}-\tilde{\beta}(\hat{\beta}, S)) \tag{3.2}
\end{equation*}
$$

will be used as a competitive estimator of $\hat{\mu}$, where $\tilde{\beta}$ is a certain function of $\hat{\beta}$ and $S$. Using the above estimators, we construct a competitive test as follows:

$$
\phi_{1}(\tilde{\mu})=I\left(c_{1} \leqslant \tilde{\mu} \leqslant c_{2}\right)
$$

for the hypothesis defined in (2.4), which is

$$
H_{0}: \mu \leqslant \mu_{1} \text { or } \mu \geqslant \mu_{2}, \quad H_{a}: \mu_{1}<\mu<\mu_{2},
$$

where $\mu_{1}<\mu_{2}$ are given constants. As in Lemma 2.1, for given $\sigma^{2}$ and fixed $V$, the test $\phi_{0}$ is $\alpha$-admissible. However, when $V$ satisfies the assumption (3.1) 2 - PAMS 19.1
and when $\phi_{0}(\hat{\mu})=I(-c \leqslant \hat{\mu} \leqslant c)$ for $c$ sufficiently small, then $\phi_{0}$ is inadmissible when $\mu_{1}=-\mu_{2}$ is also sufficiently small.

Theorem 3.1. In the linear regression model (1.1), (1.2), (3.1) for given $\sigma^{2}>0, p \geqslant 3$, there exist $\mu_{1}=-\mu_{2}$, and an estimator $\tilde{\mu}$ such that for the hypothesis (2.4) and a given $\beta \neq 0$, we have

$$
E_{\mu, \beta} \phi_{1}(\tilde{\mu})>E_{\mu, \beta} \phi_{0}(\hat{\mu}) \quad \text { for } \mu_{1}<\mu<\mu_{2}
$$

where $\phi_{1}(\tilde{\mu})=I\left(-c^{*}<\tilde{\mu}<c^{*}\right)$, and $c^{*}$ is chosen such that the test has the same size $\alpha$ as $\phi_{0}, \alpha=E_{\mu_{1}} \phi_{0}(\hat{\mu})=E_{\mu_{2}} \phi_{0}(\hat{\mu})$.
$\cdot \operatorname{Prof}$. Note that $E(\bar{Y} \mid V)=\mu+\bar{V} \beta$, and $\bar{Y}$ is conditionally independent of $\hat{\beta}$ and $S$ given $V$, and $V$ is independent of $\hat{\beta}$ and $S$. Thus, by (3.2),

$$
\begin{aligned}
E_{\mu, \beta} \phi_{1}(\tilde{\mu}) & =P_{\mu, \beta}(-c \leqslant \tilde{\mu} \leqslant c) \\
& =P_{\mu, \beta}(-c-\mu \leqslant \tilde{\mu}-\mu \leqslant c-\mu) \\
& =E_{\mu, \beta} P_{\mu, \beta}(-c-\mu \leqslant \tilde{\mu}-\mu \leqslant c-\mu \mid \tilde{\beta}, S, V) \\
& =E_{\mu, \beta} P_{\mu, \beta}(-c-\mu \leqslant \bar{Y}-E(\bar{Y} \mid V)-\bar{V}(\tilde{\beta}-\beta) \leqslant c-\mu \mid \hat{\beta}, S, V) \\
& =E_{\beta}(\Phi(\sqrt{n}[\bar{V}(\tilde{\beta}-\beta)+c-\mu])-\Phi(\sqrt{n}[\bar{V}(\tilde{\beta}-\beta)-c-\mu])) \\
& =E_{\beta} E\{\Phi(\sqrt{n}[\bar{V}(\tilde{\beta}-\beta)+c-\mu])-\Phi(\sqrt{n}[\bar{V}(\tilde{\beta}-\beta)-c-\mu]) \mid \hat{\beta}, S\} \\
& =E_{\beta} \int_{-\infty}^{\infty}[\Phi(\|\tilde{\beta}-\beta\| t+\sqrt{n}(c-\mu))-\Phi(\|\tilde{\beta}-\beta\| t-\sqrt{n}(c+\mu))] f(t) d t \\
& =E_{\beta} G(\|\tilde{\beta}-\beta\|, \mu),
\end{aligned}
$$

where

$$
G(x, \mu)=\int_{-\infty}^{\infty}[\Phi(x t+\sqrt{n}(c-\mu))-\Phi(x t-\sqrt{n}(c+\mu))] f(t) d t, \quad x \geqslant 0
$$

and $\Phi(x)$ and $f(x)$ are a standard normal cumulative distribution function and a density function, respectively.

Let us define

$$
\lambda(\mu)=E_{\beta}[G(\|\tilde{\beta}-\beta\|, \mu)]-E_{\beta}[G(\|\hat{\beta}-\beta\|, \mu)] .
$$

We will show first the following two steps: Step (i) $\lambda(0)>0$ and Step (ii) $\lambda(\mu)$ is a decreasing function of $\mu$ for sufficiently small $\mu>0$.

Step (i). Let $L(x)=2 \Phi(\sqrt{n} c)-1-G(x, 0)$. The function $W(\tilde{\beta}-\beta)$ $=L(\|\tilde{\beta}-\beta\|)$ can be thought of as a loss function for estimating $\beta$ if we can show that $L(x)$ is an increasing function of $x \geqslant 0$. Let

$$
G_{x}^{\prime}(x, \mu)=\frac{\partial}{\partial x} G(x, \mu) .
$$

Note that

$$
\frac{d}{d x} L(x)=-G_{x}^{\prime}(x, 0)=\sqrt{\frac{2 n}{\pi}} c x\left(x^{2}+1\right)^{-3 / 2} \exp \left\{-\frac{n c^{2}}{2\left(x^{2}+1\right)}\right\} \geqslant 0
$$

and $L(0)=0$; then $L(x)$ is strictly increasing in $x$ for $x \geqslant 0$. Furthermore, $L(x)$ is bounded above by $2 \Phi(\sqrt{n} c)-1$. Note that $L(x)$ is not a convex function, so Theorem 3.3.1 of Brown [1] will be applied.

Since $\hat{\beta} \mid S \sim N_{p}\left(\beta, \sigma^{2} S^{-1}\right)$, conditional on $S$, we want to find an estimator $\tilde{\beta}=\tilde{\beta}(\hat{\beta}, S)$ such that

$$
E_{\beta}[W(\widetilde{\beta}-\beta) \mid S]<E_{\beta}[W(\hat{\beta}-\beta) \mid S] .
$$

By Theorem 3.3.1 of Brown [1], let

$$
\begin{equation*}
\tilde{\beta}=\left(I-\frac{A}{a+\|\hat{\beta}\|^{2}}\right) \hat{\beta} \tag{3.3}
\end{equation*}
$$

where $I$ is an identity matrix, $a$ is a sufficiently large number, and

$$
\begin{equation*}
A=\frac{1}{b}\left[E X W^{\prime}(X)\right]^{-1}, \quad X \sim N_{p}\left(0, \sigma^{2} S^{-1}\right) \tag{3.4}
\end{equation*}
$$

here $x=\left(x_{1}, \ldots, x_{p}\right)^{t}$, and

Since

$$
W^{\prime}(x)=\left(\frac{\partial}{\partial x_{1}} W(x), \ldots, \frac{\partial}{\partial x_{p}} W(x)\right) .
$$

$$
X W^{\prime}(X)=\frac{-G_{x}^{\prime}(\|X\|, 0)}{\|X\|} X X^{t}
$$

is a positive definite matrix, we know that $A$ is positive definite. Therefore, Theorem 3.3.1 of Brown [1] can be applied. This completes the proof of Step (i).

Step (ii). Since

$$
\lambda(\mu)=E_{\beta}[G(\|\tilde{\beta}-\beta\|, \mu)]-E_{\beta}[G(\|\hat{\beta}-\beta\|, \mu)]
$$

from the result of Step (i) we know that $\lambda(0)>0$.
Let

$$
G_{\mu}^{\prime}(x, \mu)=\frac{\partial}{\partial \mu} G(x, \mu) .
$$

We have

$$
\begin{aligned}
G_{\mu}^{\prime}(x, \mu) & =(-\sqrt{n}) \int_{-\infty}^{\infty}[f(x t+\sqrt{n}(c-\mu))-f(x t-\sqrt{n}(c+\mu))] f(t) d t \\
& =\left[2 \pi\left(x^{2}+1\right)\right]^{-1 / 2}\left(\exp \left\{-\frac{n(c+\mu)^{2}}{2\left(x^{2}+1\right)}\right\}-\exp \left\{-\frac{n(c-\mu)^{2}}{2\left(x^{2}+1\right)}\right\}\right)
\end{aligned}
$$

Therefore, $G_{\mu}^{\prime}(x, 0)=0$, and $G_{\mu}^{\prime}(x, \mu)<0$ for $\mu>0$.
Since $G_{\mu}^{\prime}(x, 0)=0$, we have $\lambda^{\prime}(0)=0$. To prove Step (ii), it is sufficient to show that $\lambda^{\prime \prime}(0)<0$ for sufficiently small $\mu>0$.

Let us show that $\lambda^{\prime \prime}(0)<0$. We will define a suitable loss function and apply Theorem 3.3.1 of Brown [1] again. Let

$$
U(x, \mu)=\frac{\partial^{2}}{\partial \mu^{2}} G(x, \mu)
$$

then

$$
U(x, 0)=-\frac{2 n c}{\sqrt{2 \pi}}\left(x^{2}+1\right)^{-3 / 2} \exp \left\{-\frac{n c^{2}}{2\left(x^{2}+1\right)}\right\}
$$

Defining $W_{1}(\widetilde{\beta}-\beta)=U(\|\widetilde{\beta}-\beta\|, 0)$ as a loss function for estimating $\beta$, we obtain

$$
-\lambda^{\prime \prime}(0)=E_{\beta} W_{1}(\hat{\beta}-\beta)-E_{\beta} W_{1}(\tilde{\beta}-\beta)
$$

Using results of [1], p. 1131, we have

$$
-\quad=-\lambda^{\prime \prime}(0)>\frac{E\left(W_{1}^{\prime}(X) A X\right)}{a+\|\beta\|^{2}}+o\left(\frac{1}{b}\right)+o\left(\frac{1}{a+\|\beta\|^{2}}\right)
$$

where $a, b$ and $A$ are defined in (3.3) and (3.4). To show that $\lambda^{\prime \prime}(0)<0$, it is sufficient to prove that $b E\left(W_{1}^{\prime}(X) A X\right)>\eta>0$, where $\eta$ is a positive constant. Note that for small constant $c$ we have

$$
U^{\prime}(x, 0)=\frac{\partial}{\partial x} U(x, 0)=\frac{2 n c}{3 \sqrt{2 \pi}}\left(x^{2}+1\right)^{-7 / 2}\left(x^{2}+1-\frac{n c^{2}}{3}\right)>0 .
$$

Since

$$
W_{1}^{\prime}(X)=U^{\prime}(\|X\|, 0) X^{t} /\|X\|
$$

we have

$$
b E\left(W_{1}^{\prime}(X) A X\right)=E\left[\frac{U^{\prime}(\|X\|, 0)}{\|X\|} X^{t}(b A) X\right]>0
$$

If we let $\eta$ equal the above number, we prove that $\lambda^{\prime \prime}(0)<0$.
Since $G(x, \mu)$ is continuous in $c, G(x,-\mu)=G(x, \mu)$, and $G(x, \mu)$ is decreasing in $\mu$ for $\mu>0$, we can choose $0<c^{*}<c$ such that $\phi_{1}(\tilde{\mu})=I\left(-c^{*} \leqslant \tilde{\mu} \leqslant c^{*}\right)$ has size $\alpha$. Then for $\mu_{1}<\mu<\mu_{2}$ we obtain

$$
E_{\mu, \beta} \phi_{1}(\tilde{\mu})>E_{\mu, \beta} \phi_{0}(\hat{\mu}),
$$

which completes the proof.
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