
PROBABILITY 
AND 

MATHEMATICAL STATI5T1CS 

ON A UNIQUENESS PROPERTY 
OF U-SPHERICAL DISTDBTTHONS 

Abstract. A distribution of an a-spherical random vector is 
shown to be uniquely determined by a distribution of quotients. 

1. Isltaoduction. Let X and Y be independent, zero-mean random variables. If 
they are normal, then the quotient X/Y is distributed according to the symmetric 
Cauchy distribution and the converse statement is false. This observation was 
given for the first time in 1958 by Laha [6] .  Since that time many efforts have 
been devoted to explain relations between distributions of random vectors 
X = (XI, . . ., Xn) and quotients (Xl/Xn, . . ., Xn- JX,,); see, for instance, Kotlarski 
[ 5 ] ,  Seshadri [9 ] ,  Letac [7], Wesolowski [12], and Szablowski et al. 1111. 

Extending Seshadri's [9] characterization of the normal distribution by 
a Cauchy quotient XJY (of independent r.v.3) being independent of X2 + Y2, 
Wesolowski [I31 proved that the bivariate central elliptically contoured dis- 
tribution is identified by the same two conditions in the class of symmetric 
distributions. This result, in turn, has been recently generalized to any multi- 
va~.ate case and a-spherically invariant distributions by considering a special 
form of so-called a-Cauchy distribution for the vector of quotients 
(X,JX,, .. ., X,-,JXn) in Szablowski [lo]. An extensive study of the family of 
a-spherically invariant distributions, called also La-norm spherical distributions, 
has been given recently in Gupta and Song [3]. 

In the present paper we discover that the basic property allowing to deter- 
mine the distribution of X by the distribution of quotients is its sign-symmetry: 

DEFINITION 1. A (distribution of a) random vector X = (XI, . . ., X,) is said 
to be sign-symmetric iff the distributions of the random vectors 

coincide for any ( E ~ ,  . . . , E,) E (0, I)". 
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If XA -X, then we simply say that (the distribution ofi X i s  symmetric. 
This notion allows us to consider a family of distributions which is much 

wider than @-spherically invariant distributions. 

DEFINITION 2. A random vector X = (XI, . . . , X,) is said to have an 
o?-spherical distribution (a > 0) if there exist a positive random variable R and 
a random vector U, with a sign-symmetric distribution concentrated on the 
unit a-sphere S, = (x E Rn: IIx(1, = l j  (where Ilxllu = (lxlla+ . . . + Ix,Ja)l/" for 
any x = (x,, . . ., x,)€Rn) such that R and U= are independent and 

7 .  
-. .. d - X = RU,. 

If t&e last formula holds, we say that X has the U,-spherical distribution. 
Observe that a sign-symmetric random vector % is a-spherical iff X,/llAllbl and 
1/41, are independent. It is obvious that spherically invariant or, more general- 
ly, a-spherically invariant distributions (for the definition see for instance 
Szabbwski [IO]) are included in the class of a-spherical distributions. Concrete 
examples include a-uniform distributions (see Gupta and Song [2]), a-general- 
ized normal distributions (see Gupta and Song [ I ] )  or generalized Liouville 
distributions (see Gupta et al. [4]). A recent application of ideas developed in 
this paper to study properties of the generalized Liouvdle distribution can be 
found in Matysiak [a]. 

Some basic properties of a-spherical distributions are given in Section 2. In 
Section 3 it is shown that sign-symmetry of the distribution of the vector of 
quotients is essential for a random vector X to be a-spherical. We assume 
throughout the paper that writing a quotient X/Y means that the assumption 
P(Y = 0) = 0 is additionally imposed. 

2. Sign-symmetry and independence for a-spherical distributions. In this 
section we derive some properties of sign-symmetry and independence for any 
random vector X with an a-spherical distribution. These properties will be used 
for a unique determination of a-spherical distributions in Section 3. 

THEOREM 1. If a random vector X has an a-spherical distribution, then: 
(i) X is sign-symmetric; 

- (ii) X/llAI, and JIXJJ, are independent; - 

(iii) (Xl/Xi, . . . , Xi- ,/Xi, Xi+ l/Xi, . . ., X,/X,) is sign-symmetric for any 
i =  1, ..., n. 

Proof. (i) Observe that for any (a,, . . ., a,) E R" by the total probability rule 

P(Xl  < al,  ..., X,, < an) = j P(Ul < ul/r, ..., U, < a,/r)dFR(r), 
R 

d 
where, by the definition, X =  RU,, and U, = (U,, .. ., U,) and FR denotes the 
distribution function of R.  Since U, is sign-symmetric, we have 

for any ( E ~ ,  .. ., E , J E { O ,  1)". Consequently, applying the total probability rule 
again but in the converse direction, we obtain (i). 
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I 

d 
(ii) Again using the representation X = R &  it is easily seen that 

I 

which are independent by the definition. 
(iii) Without loosing generality we can consider i = n. Since, by (i), X is 

sign-symmetric, we obtain for any ( E , ,  ..., E , ) E { O ,  1)" 

Since for any (6,, . . . , 6 ,  - ,) E (0, 1)" - there exists (r , , . . . , E,) E (0, 1)" such that 

(iii) is proved. s 

3. 0, determining the joint a-spherical distribution by the distribution of 
quotients. Now a kind of a converse question will be studied. It appears that 
even weaker conditions than (i), (ii) and (iii) of Theorem 1 suffice to characterize 
a-spherical distributions. Moreover, the distribution of quotients identifies 
U,-spherical distributions. 

THWREM 2. Assume that a random uector X has the following properties: 
(a) X is symmetric; 
(b) (X,/X,, . .., Xn-l/XA and IXIIa+ . .. +IXnIa are independent; 
(c) (Xl/Xn, . . ., Xn- l/Xn) is sign-symmetric. 
Then X has an a-spherical distribution. 

If Xis sign-symmetric, then the vector of quotients is also sign-symmetric. 
The following auxiliary result, which will be used in the proof of Theorem 2, 
gives a kind of the converse statement. 

LEMMA 1. Let X be concentrated on a unit a-sphere, i.e. 1141, = 1. if X is 
symmetric and (X,/Xn, . . ., Xn- ,/XJ is sign-symmetric, then Xis also sign-symmetric. 

P r o  of. Observe that 

At first the above formula looks like being unnecessary complicated, but it allows 
to conclude immediately that showing sign-symmetry of the random vector 

is enough for proving the result. 
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Consider any (a l ,  . . ., a,- ,) E Rn- l .  Then 

But by the symmetry of X we get 

~ ( 2  <-a l ,  ..., - x n  - 1 
G a n - , ,  X,, > 0 ) xn 

x n - 1  a , ,  ...,- 
xn 

Consequently, since the vector of quotients is sign-symmetric, we have 

Similarly as above we have 

for any ( e l ,  . .., E, )E  (0 ,  I)",  which proves the result. 

Proof of Theorem 2. Observe that for any a, ,  ..., a, and-any Bore1 
set 3 E R 



where C = l/II(IX,/X,(, . . ., IXn- l/XnJ, 1)II, (again the formula, looking unne- 
cessarily complicated, is kept in this form to stress that C is a function of the 
vector of quotients, which will be important in the final part of the proof). 

Consider first the case an > 0. Then we have 

Now by the symmetry of X it follows that 

and similarly 

Finally, the independence of (Xl/Xn, . . ., Xn- l/X,,) and IIXII, yields 

Xn- 1 ..., C- <an- , ,  C < a,, Xn > 
x n  
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In the case a, 6 0 the argument is quite similar. The first part is even 
simpler: 

Again using the independence property of the vector of quotients and the ol-th 
norm -sf X'we get-. 

b 

xn- 1 -C - Q an- 1, - C  a n y  xn < O ) P ( I I ~ I , E B )  
Xn 

Consequently, Y = X/llXlla and IIW1, are independent, 
To show that X i s  ol-spherical it suffices now to prove sign-symmetry for 

-the random vector Y, which is concentrated on the unit a-sphere. But by the 
symmetry of X it follows that Y is symmetric and 

Consequently, (Y,/Y,, . . ., Y,-,/Y,) is sign-symmetric. Now the final result fol- 
lows from Lemma 1. 

Our next result says that for any Ua-spherical random vector X the dis- 
tribution of U, is uniquely determined by the distribution of quotients. 

THEOREM 3. If X is a U,-spherical random vector, then the distribution of 
U, is uniquely determined by the distribution of (Xl/Xn, . . ., Xn-l/X,). 

The proof of the above theorem will be preceded by an auxiliary result 
on determination of the joint distribution by the distribution of absolute values for 
sign-symmetric random vectors, which seems to be also of independent interest. 
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LEMMA 2. If X is sign-symmetric, then for any nonnegative a,, . . ., a, 

Thus the distribution of %= (Xi, . . ., X,) is  uniquely determined by the dB- 
tribution of (IX,I, .. ., IX,\). 

Proof. We use mathematical induction to show that 
-- 

(I) P ~ X 1 ~ a l ~ . . . , X k d a ~ ~ I X k + l l < a k + l ~ . - . r l X n l ~ a n )  I 

for k = 1,  2, . , ., n- 1. Take first k = I. Then 

P(X1 G a,, IX,I G a,, ..., IX,I < a,J 
I 

= P(IX,I C a,, lX21 < a,, .. ., IX,I < a,) 
1 +P(IX2I d a,, . . .l IXnl < an)- P (Xi 2 -al, lX21 < a2, . . ., 1xnl < an). 

Hence by the symmetry of X we have 

P(X1 < IX21 < a,, . . ., lX,I < a,) 

= : (P ([XI! < a,, IX,I d a,, . . ., IX,l d a,) + P(IX,I d a,, . . ., IXnI d a,)). 

This proves the case k = 1. 
Now assume that the condition (1) holds for rn- 1 = k < n- 1. We will 

prove that it holds also for rn. Observe that 

+P(Xl < al,  Xm-1 d %-I,  IXm+lI < am+19 . - - ,  IXnI G an) 

-p(X1 < al,  . . ., Xm 2 -am, IXm+lI < am+lY .- ., IXnI d an). 
d And since (XI, . . ., Xm, . . . , X,) =(XI, . . ., -Xm, ..., X,), we get 

P(X1 < * - - 7  Xm d am, IXm+iI d am+l, - - - l  IXnI G 

= i(P(X1 d .--, Xm-1 < %-I, IXmI 6 am1 IXm+lI G %+I ,  ---,  IXnI G an) 

+ P ( x l  d - -  - 3  Xm-I < am-1, Ixrn+~I d %+I,  - - - 3  IXnI < an)). 

9 - PAMS 19.1 
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Now by the induction assumption we have 

which ends the induction argument. 

1 Consider now 

I P ( X I C a l ,  ..., X , C U , ) = P ( X ~ $ U ~ ~ . . . , X ~ - ~  C a n - 1 , I X n I < a n )  

1 +P(Xl  4 a l ,  . . . ¶  X n P l  d a n - l ) - P ( X l  C  a l ,  . . . ¶  X n - I  < ~ ~ - 1 ,  lXnl 2 -an). 
! 

Hence again by the sign-symmetry of X we get 
I 

PIXl $ a l ,  ..., X n < a , J = & [ P ( X l  < a l ,  ..., X n - I  < a , - I ,  IX,l C a n )  

+P(Xl  C  a , ,  ..., Xn-1 d 

-Now we apply ( 1 )  with k = n- 1 to the first summand above and with k = n - 1 
and a, + cc to the second to obtain finally 

C P(IXj1I a j l ,  - - ., IXjJ C  ujry lXn/ < a,) 
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P r o  of of Theorem 3. Observe that it suffices to consider the random 
vector X/II41. Ua which is sign-symmetric. Then by Lemma 2 its distribution 
is uniquely determined by the distribution of (IX, I, . . . , IX,l)/l[JJ,. Now observe 
that 

= CG,""(X,/X,, -.., Xn-i/Xn), ..., G,l'a(Xl/~n, ..., Xnp1/Xn)], 
where 

Gi(Xl/X,, .-., Xn-l/Xn) 

i = 1, ..., n. 
Consequently, the distribution of X/1I-XIIa is uniquely determined by the 

distribution of (Xl/Xn, .. ., X,-,/X,,). I 

As a final conclusion of Theorems 2 and 3 we have the following generali- 
zation of characterizations of two-dimensional spherically invariant distribu- 
tion from Wesolowski 1131 and of n-dimensional a-spherically invariant dis- 
tribution from Szablowski [lo] : 

THEOREM 4. Let X be an n-dimensional random vector such that: 
lo X is symmetric; 
2" (X,/X,, . . . , X, - ,/Xn) has a sign-symmetric distribution p; 
3" (X,/X,, . . ., X,- ,/XJ and IIAI, are independent. 
Then X has the Urn-spherical distribution, where the distribution of U, (on 

a unit a-sphere) is uniquely determined by p. 
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lenging questions related to the subject of the present paper. 
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