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ADMISSIBLE ESTiMATORS OF VARIANCE COMPONENTS
. IN. NORMAL MIXED MODELS

BY

“STEFAN ZONTEK (WRoCLAW) ~ ~

Abstract. A sufficient condition for an invariant quadratic
estimator of a linear function of the vector of variance components to
be admissible under the mean square error ~among all translation

e mvanant estimators is given. ’ : :

1. Introduction. Throughout the paper Y will stand for a random n-vector
normally distributed with expectation Af and covarlance matrix Z XL
ie., let

at{)

'MH

Y~ N(48,

i=1

where A4 is a known (n x k)-matrix, V,, ..., Vp are known nonnegative definite
(n x n)-matrices, while fe #* and ¢, > 0, ..., ¢, > 0 are the unknown parame-
ters. Assume that

R(A)+A( f V) =

where R(-) denotes the range of the matrix argument

We concentrate on estlmatlon of a lmear function F'o, where F' is the
transpose of (pxs)-matrrx F (s < < p), while ¢ = (,, .. 0') is the vector of
vanance components The regressmn vector is treated as a nuisance parameter

We consider a class #, of estimators based on MY, where M is the
orthogonal projection matrix on the null space of 4". These estimators are
invariant with respect to the translatlons Y- Y+ AB, ﬂe%" and MY is
a max1ma] invariant for this group of translatnons Clearly, MY~ N(@0,, M,), '
where 0, ‘denotes the zero vector in ax", whrle

Ma= zaiMis M,‘,= MI/;M; i=1'9'-‘"’p'A
To compare estimators we shall use the mean square error defined for any
estimator § = 6(MY) of F'a by T ;

R(6, 6) =E(6—F'0)(6—F o).
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Let @ be a subset of #F defined by
0 ={ce@ ¢20,, RM,) = R(M)},

where the expression ¢ >0, (6 > 0,) means that all coordinates of o are
nonnegative (positive). Consider a subset 2, — S of the form

YM;SY .
(1.1 ' =q,(Y)=—"—Fu, uel,
where r = rank(M), while M, denotes .the Moore-Penrose g-inverse of M,.
The estimators in 2, have the following property. For a given ue@® the
estimator g, minimizes the risk at each point ¢ = Au, 4 > 0, among all invariant
quadratic estimators, i.€., among estimators of the form

- (Y'MA,MY, ..., Y MAMYY,

where A, ..., A, can be arbitrary symmetric (n x n)-matrices.

Note thatif M, ..., M , commute, as in the case of balanced models, then
there exist idempotent nonzero matrices Q,, ..., @,,, say, with their ranges
contained in (M), such that Q,Q; is zero matrix fori #j =1, ..., m, and that

M;=Y h;Q, i=1,...,p.
=1
In this case M,;} can be represented as
-z 1/6)Q;,

where (0,,...,0,) = H'u, while H = (h,,)

Karlin [3] has proved that for p = 1 the sét 2., Fe %, contains exactly
one estimator, which is the only invariant quadratic estimator admlss1b1e for
o among .# . For p > 1 and under the assumption that matrices M,, ..., M p
commute Farrell et al. [2] have shown that each estimator in :2, is admissible
among £ .. Moreover, they have also proved that .Q,, where [ denotes the
identity (p x p)-matrix, represents the class of all invariant quadratic estimators
admissible for ¢ among .#,. Dey and Gelfand [1] have established the
admissibility of estimators in 2, Fe%”, under more restrictive condltlons

In th1s paper we drop the assumptlon that matrices- M- 1 o M commute
and prove that each estimator in a subset 2F of ,@F cons1st1ng of qu w1th u>0,
is admissible for F'¢ among ;.

2. Results. We shall use an idea of: Farrell ‘et al. [2] to establish the
admissibility of estimators in ,@F also in the case where matnces M 15+ M » do
not commute. ‘ T : -

THEOREM. All estimators in .@F are admtsszble for F'o among the class Frof
invariant estimators. :
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Proof. According to a lemma due ‘to Shinozaki (see, eg [4]) it is
sufficient to prove the theorem for F =1I.
First note that since A _
M M:M‘ MM, #%M MIM,.
for =0, = (,1/2)u }t > 0, and since rank(M,) = r for u > 0 it follows that

when ¢ = o,, the random variable Y'M,} Y has the gamma dlstnbutlon with
the shape parameter r/2 and the scale parameter A. Thus, by Karlin’s theorem,

2 7 +
1= g VMY
is adm1ss1b1e for 4 among all estimators based on YYM;Y. .
The risk of any estimator 6 = (d,, ..., §,) at ¢, can be wrlttcn as
| 1 25, )2
R, 0,) = 2 E Z (26,—Au)* = 3 2g Z p ——A

i=1 ]

where a = Y7 L ui. Applying Jensen’s inequality to the expression in brackets,

-we obtain the 1nequa11ty

a_[2 & 2
RGO, 0) =~ E(— Y u,.a,.—/l)
4 \a =3
which is strict unless &,/u, = 8 /u; for all i, j=1,..,p.
Since the random variable Y’M, Y is a sufficient statistics for A when
o = 0,, there exists an estimator 6* of 4 based on Y'M, Y as good as
2071 VP , 4;0;. Moreover, since, as we have already noted, g is adm1351b1e for
A and smce the mean square error of g, and g are related at ¢ = g, by

P 4 .
R(qln a-j.) = ZR(q’ G-A),

it follows that if, say, 6 dominates q,, then

2P \2
R(g, }) = E(— Z‘uié,-—ll) .
’ ai=1
Consequently, d, = u;q for all i with probability 1, so that 6 =g, with
probability 1. But this contradicts the assumption that § dominates g, and
concludes the proof of the Theorem.

" It is an open problem whether there exist alternative invariant quadratic
estimators to (1.1) admissible for ¢ in the case where matrices M,, ..., M » do
not commute.
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