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Abstract

The goal of the dissertation is to investigate various kinds of Riesz transforms on Rd with
focus on obtaining dimension-free estimates of their Lp norms.

In the first part we handle classical Riesz transforms and maximal operators associated
with them. We begin by using Fourier transform techniques to obtain a dimension-free es-
timate of the L2 norm of the maximal Riesz transform in terms of the corresponding Riesz
transform with an explicit constant. In order to accomplish this we factorize the maximal
Riesz transform, following Mateu and Verdera, into the ’maximal part’ and the ’Riesz part’,
namely

R∗
j =M∗Rj ,

and estimate the Fourier multiplier associated with M∗ in a dimension-free way.
Next, we use the real method of rotations and the complex method of rotations of Iwaniec

and Martin to generalize this result to Riesz transforms of higher orders and to Lp norms
for 1 < p < ∞. We express the operator M∗ as an integral of the Hilbert transform, thus
obtaining a dimension-free estimate which is additionally explicit in terms of dependency on
p.

In the second part we turn our attention to Riesz transforms related to Schrödinger oper-
ators, i.e. operators of the form

Ra
V = V aL−a, L = −1

2∆+ V,

where ∆ is the Laplacian, V is a non-negative potential, and L is called the Schrödinger
operator. First we use complex interpolation to prove some general results on Lp-boundedness
(1 < p <∞) of the operators Ra

V for locally integrable potentials. Then, using the Feynman–
Kac formula and probabilistic methods we give conditions for the potential under which the
operators Ra

V are bounded on L1 and L∞. In particular our results apply to potentials with
power or exponential growth.

Finally, using similar methods, we show that if the potential V is of the form

V (x) = V1(x) + · · ·+ Vd(x),

where each Vi acts only on the i-th coordinate of the argument x and has polynomial growth
with the exponent not greater than 2, then the L1 and L∞ norms of Ra

V can be estimated
independently of the dimension. We achieve this by factorizing the semigroup associated with
L into one-dimensional factors, estimating them separately and then combining the results.

Chapters 2 and 4 are based on joint works with Błażej Wróbel and Chapter 3 is based on
joint work with Błażej Wróbel and Jacek Zienkiewicz.
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Chapter 1

Introduction

1.1 Riesz transforms — overview

Harmonic analysis is a branch of mathematics concerned with investing functions via their
decomposition into some kind of simpler ’basic’ parts, in particular via their decomposition
using the Fourier transform defined for a function f : Rd → C by

Ff(ξ) = f̂(ξ) =

∫
Rd

f(x)e−2πixξ dx.

Problems posed in the field of harmonic analysis often involve operators, i.e. functions
taking functions as arguments and returning other functions as values, among which the most
investigated are singular integral operators. These are operators of the form

Tf(x) =

∫
Rd

K(x, y)f(y) dy,

where the function K : Rd ×Rd → R, called the kernel, behaves as |x− y|−d as |x− y| tends
to 0. Usually we also assume that the kernel K satisfies some regularity conditions, e.g.

∇xK(x, y) +∇yK(x, y) ⩽ C|x− y|−d−1

for some constant C > 0.
The simplest multivariate singular integral operators are the Riesz transforms Rj defined

by

Rjf(x) = lim
t→0+

Γ
(
d+1
2

)
π

d+1
2

∫
|x−y|>t

xj − yj

|x− y|d+1
f(y) dy (1.1.1)

for j = 1, . . . , d. Equivalently, they can be defined via the Fourier transform as

R̂jf(ξ) = −i ξj
|ξ|
f̂(ξ). (1.1.2)

The Riesz transforms have been studied for several dozens years now. It is well known
that they are bounded on Lp(Rd) spaces for 1 < p < ∞ due to the theory of Calderón and
Zygmund initiated in [8]. Moreover, Stein showed in [47] that the vector of Riesz transforms
has its Lp(Rd) norm bounded independently of the dimension d. More precisely, he proved
the following theorem.

1
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1.1. RIESZ TRANSFORMS — OVERVIEW 2

Theorem (Stein, [47]). For 1 < p <∞ there is a constant Cp independent of the dimension
d such that ∥∥∥∥∥∥∥

 d∑
j=1

|Rjf |2
1/2

∥∥∥∥∥∥∥
Lp(Rd)

⩽ Cp∥f∥Lp(Rd).

In the course of investigating the Riesz transforms, several questions arise. One of them
is: what will happen if we replace the limit in the definition (1.1.1) with the supremum? This
leads to the definition of the maximal Riesz transform R∗

j and an auxiliary operator Rt
j called

the truncated Riesz transform

R∗
jf(x) = sup

t>0

∣∣Rt
jf(x)

∣∣ and Rt
jf(x) =

Γ
(
d+1
2

)
π

d+1
2

∫
|x−y|>t

xj − yj

|x− y|d+1
f(y) dy.

Probably one of the best known theorems providing estimates of maximal operators is the
Cotlar’s inequality. It says that if T is a singular integral operator with kernel satisfying some
regularity conditions, then the following estimate holds

T ∗f(x) ⩽ Cd (M(T (f)) +M(f)) ,

where Cd is a positive constant depending on the dimension, M is the Hardy–Littlewood
maximal operator, and T ∗ is the maximal operator associated with T defined analogously to
the maximal Riesz transform.

In regards to our work, another important results concerning the maximal Riesz transforms
due to Mateu and Verdera [37] states that for 1 < p < ∞ the Lp(Rd) norm of R∗

jf can be
controlled by the Lp(Rd) norm of Rjf , namely

Theorem (Mateu, Verdera, [37]). For 1 < p < ∞ there is a constant Cp,d depending on p

and d such that ∥∥R∗
jf
∥∥
Lp(Rd)

⩽ Cp,d∥Rjf∥Lp(Rd).

Chapter 2 is devoted to improving the above result, albeit only in the case p = 2, to one
with the constant Cp,d independent of the dimension d.

Another question one may ask is whether there are any natural generalizations of the
classical Riesz transforms. Let P be a homogeneous, harmonic polynomial of degree k. The
k-th order Riesz transform RP associated with the polynomial P is then defined as

RP f(x) = lim
t→0+

Rt
P f(x), where Rt

P f(x) =
Γ
(
k+d
2

)
πd/2Γ

(
k
2

) ∫
|x−y|>t

P (x− y)

|x− y|d+k
f(y) dy,

(1.1.3)
or, equivalently, via the Fourier transform as

R̂P f(ξ) = (−i)kP (ξ)
|ξ|k

f̂(ξ). (1.1.4)

Higher order Riesz transforms were studied by Duoandikoetxea and Rubio de Francia, who
proved in [17] a result analogous to the aforementioned theorem of Stein, namely that the
vector of higher order Riesz transforms of a fixed degree has its Lp(Rd) norm bounded inde-
pendently of the dimension.

10:45744



1.2. RIESZ TRANSFORMS ASSOCIATED WITH SCHRÖDINGER OPERATORS 3

Having defined the higher order Riesz transforms, wa may also define the maximal Riesz
transform of order k as

R∗
P f(x) = sup

t>0

∣∣Rt
P f(x)

∣∣.
Similarly to the first-order case, Mateu, Orobitg, Pérez and Verdera proved in [35, 36] that for
1 < p <∞ the Lp(Rd) norm of R∗

P f can be controlled by the Lp(Rd) norm of RP f , namely

Theorem (Mateu, Orobitg, Pérez, Verdera, [35, 36]). For 1 < p < ∞ there is a constant
Cp,k,d depending on p, k and d such that

∥R∗
P f∥Lp(Rd) ⩽ Cp,k,d∥RP f∥Lp(Rd).

Chapter 3 is devoted to improving the above result to one with the constant Cp,k,d inde-
pendent of the dimension d.

1.2 Riesz transforms associated with Schrödinger operators

In the second part of the dissertation we slightly change the object of investigation. In
order to define it, we first need to introduce the Schrödinger operator

L = −1

2
∆ + V,

where ∆ is the Laplacian and V is a non-negative function in L1
loc(Rd) called the potential.

For a > 0 we define the Riesz transform associated with the Schrödinger operator L by the
formula

Ra
V f(x) = V a(x) · L−af(x) =

V a(x)

Γ(a)
·
∫ ∞

0
e−tLf(x) ta−1 dt,

where e−tL is the semigroup generated by L. Rigorous definitions of the Schrödinger operator
L, the associated semigroup e−tL and the Riesz transform Ra

V are more complicated than in
the case of the classical Riesz transforms; the relevant details can be found in Section 4.1.

Unlike in the case of the classical Riesz transforms, here it is not straightforward to give
one ’canonical’ result regarding the Lp(Rd) boundedness of the operators Ra

V . Nonetheless,
there exist numerous partial results with varying assumptions on V and a, which we present
in Section 1.3.2. In Chapter 4 we provide a general result on Lp(Rd) boundedness of Ra

V for
1 < p ⩽ 2 and locally integrable potentials V and another result on L1(Rd) and L∞(Rd)

boundedness for a certain class of potentials, including potentials with power and exponential
growth. As for the dimension-free estimates of the Lp(Rd) norms of the operators Ra

V , not
much is known. Chapter 5 is devoted to proving dimension-free results for a certain class of
potentials.

1.3 Summary of known results

1.3.1 Classical Riesz transforms

Classical Riesz transforms have been studied by numerous authors. First, it follows from
the theory of Calderón and Zygmund, see [9, 8], that they are bounded on the Lp(Rd) space

11:15601



1.3. SUMMARY OF KNOWN RESULTS 4

for 1 < p < ∞. Then, Iwaniec and Martin [26] calculated the Lp(Rd) norm of the first-order
Riesz transform to be the same as the Lp(R) norm of the Hilbert transform, i.e.

Theorem (Iwaniec, Martin, [26, Theorem 1.1]). For each 1 < p < ∞ and j = 1, . . . , d we
have

∥Rj∥Lp(Rd) =

tan
(

π
2p

)
if 1 < p ⩽ 2

cot
(

π
2p

)
if 2 ⩽ p <∞

Their result is based on [41, Theorem 4.1], where Pichorides calculated the norm of the
Hilbert transform.

As for the vector-valued estimates, Stein proved in [47] that the vector of Riesz transforms
has Lp(Rd) bounds which are independent of the dimension. More precisely,

Theorem (Stein, [47]). For 1 < p <∞ there is a constant Cp independent of the dimension
d such that ∥∥∥∥∥∥∥

 d∑
j=1

|Rjf |2
1/2

∥∥∥∥∥∥∥
Lp(Rd)

⩽ Cp∥f∥Lp(Rd). (1.3.1)

Unlike in the case of a single Riesz transform, the optimal constant in (1.3.1) is not known.
The best results to date are C(p− 1)−1 for small values of p given by Bañuelos and Wang in
[3] (see also [15]) and C cot

(
π
2p

)
for large values of p, which follows from [26].

It is also worth noting that Duoandikoetxea and Rubio de Francia proved in [17] a coun-
terpart of the above Stein’s theorem for higher order Riesz transforms, namely

Theorem (Duoandikoetxea, Rubio de Francia, [17, Théorème 2]). For 1 < p <∞ there is a
constant Cp,k independent of the dimension d such that∥∥∥∥∥∥∥

∑
P∈Pk

|RP f |2
1/2

∥∥∥∥∥∥∥
Lp(Rd)

⩽ Cp,k∥f∥Lp(Rd),

where Pk is the orthogonal basis of the space of spherical harmonics of degree k. Moreover,
for fixed odd k we have

Cp,k = O((p− 1)−1−k/2) as p→ 1 and Cp,k = O(p) as p→ ∞

and for even k we have

Cp,k = O((p− 1)−2−k/2) as p→ 1 and Cp,k = O(p2) as p→ ∞.

Moving on to the maximal Riesz transforms, the main estimates regarding them are due
to Mateu, Orobitg, Pérez and Verdera in a series of three papers: [37] (first order Riesz
transforms), [36, Section 2] (even order higher Riesz transforms) and [35, Section 4] (odd
order higher Riesz transforms). The estimates for the Riesz transforms following from this
series of papers are summarized in the following theorem.

12:10121



1.3. SUMMARY OF KNOWN RESULTS 5

Theorem (Mateu, Orobitg, Pérez, Verdera, [35, 36]). For 1 < p < ∞ there is a constant
Cp,k,d depending on p, k and d such that

∥R∗
P f∥Lp(Rd) ⩽ Cp,k,d∥RP f∥Lp(Rd).

Recently Liu, Melentijević and Zhu in [33] partially improved the results of Mateu, Oro-
bitg, Pérez and Verdera to a dimension-free estimate in the case of first-order Riesz transforms
and p ∈ [2,∞). Their theorem reads

Theorem 1.3.1 (Liu, Melentijević, Zhu, [33]). For every f ∈ Lp(Rd) with p ⩾ 2 we have

∥∥R∗
jf
∥∥
Lp(Rd)

⩽

(
2 +

1√
2

)2/p

∥Rjf∥Lp(Rd).

1.3.2 Riesz transforms associated with Schrödinger operators

As mentioned before, since the class of Riesz transforms associated with Schrödinger
operators is more diverse than the in the case of classical Riesz transforms, it is harder to
provide a general result on their Lp(Rd) boundedness. The topic has been investigated by
many authors, see for example [1, 2, 4, 12, 13, 18, 19, 44, 54]. However, we present a wide
array of partial results with varying assumptions on V and a. The cases of a = 1

2 and a = 1

attracted the most attention.
The first, well known, result dates back to 1970s and concerns the case a = 1. It states

that for a locally integrable non-negative potential V the operator R1
V is bounded on L1(Rd)

and, in fact, that it is a contraction, see for example [21], [27, Lemma 6] and [2, Theorem 4.3].
Then Shen proved two related theorems for the potentials belonging to the reverse Hölder
class Bq for q ⩾ d

2 : [43, Theorem 3.1] asserts the Lp(Rd) boundedness of R1
V if 1 ⩽ p ⩽ q

and in [43, Theorem 5.10] it is shown that the Lp(Rd) norm of R1/2
V is bounded whenever

1 ⩽ p ⩽ 2q. Both results were later improved by Auscher and Ben Ali to 1 < q ⩽ ∞, see [2,
Theorem 1.1 and Theorem 1.2].

The next two results address polynomial potentials. In [18, Theorem 4.5] Dziubański
proved that for such potentials the operator Ra

V with any a ⩾ 0 is bounded on the Lp(Rd)

space for 1 ⩽ p ⩽ ∞. Then Urban and Zienkiewicz showed in [54, Theorem 1.1] that if the
potential is a polynomial satisfying a certain C. Fefferman condition, then R1

V is bounded on
the L∞(Rd) space and, by interpolation with the first presented result, on all Lp(Rd) spaces
for 1 ⩽ p ⩽ ∞. Moreover, its norm is estimated independently of the dimension d.

The last two results concern the harmonic oscillator, i.e. the case when V (x) = |x|2. The
first result [5, Lemma 3] gives Lp(Rd) boundedness, 1 ⩽ p ⩽ ∞, of Ra

V for all values of a > 0.
On the other hand, the second one addresses only the case of a = 1

2 , however the achieved
bound on the Lp(Rd) norm of the operator does not depend on the dimension d, see [24], [34]
and [28, Theorem 8]. This, together with [54, Theorem 1.1], are the only dimension-free norm
estimates for the Riesz transforms associated with Schrödinger operators that we are aware
of.

13:22655



1.4. OUTLINE OF THE THESIS AND OVERVIEW OF THE METHODS 6

1.4 Outline of the thesis and overview of the methods

The dissertation consists of two parts: the first part, containing Chapters 2 and 3, is
devoted to estimates of first order and higher order classical maximal Riesz transforms. In
the second part, consisting of Chapters 4 and 5, we handle Riesz transforms associated with
Schrödinger operators.

In Chapter 2 we investigate first order Riesz transforms. The main result is a dimension-
free estimate for the L2(Rd) norm of the maximal truncated Riesz transform in terms of the
L2(Rd) norm of the Riesz transform, specifically we prove

Theorem 1.4.1. For every f ∈ L2(Rd) we have∥∥R∗
jf
∥∥
L2(Rd)

⩽ 2 · 108∥Rjf∥L2(Rd).

As a consequence, we also derive

Corollary 1.4.2. For every f ∈ L2(Rd) we have∥∥∥∥∥∥∥
 d∑

j=1

∣∣R∗
jf
∣∣21/2

∥∥∥∥∥∥∥
L2(Rd)

⩽ 2 · 108∥f∥L2(Rd).

The first ingredient in the proof of Theorem 1.4.1 is a factorization of the truncated Riesz
transform Rt

j = M t(Rj), where M t, t > 0, is a family of multiplier operators, see Section
2.1. This reduces the task of proving Theorem 1.4.1 to estimating the norm of the operator
M∗f(x) = supt>0

∣∣M tf(x)
∣∣.

The second ingredient is based on the technique initiated by Bourgain in [7]. It consists
of estimating the Fourier multiplier associated with the family M t in a dimension-free way
and then applying this estimate to the square function inequality

M∗f = sup
t>0

∣∣M tf
∣∣ ⩽ sup

n∈Z

∣∣M2nf
∣∣+(∑

n∈Z
sup

t∈[2n,2n+1]

∣∣M tf −M2nf
∣∣2)1/2

(1.4.1)

in order to deduce the desired estimate of the maximal operator M∗. The Fourier multiplier
estimates may be found in Section 2.2, while their application to (1.4.1) are contained in
Section 2.3.

Chapter 2 is based on [30].
In Chapter 3 we generalize the results of Chapter 2 to higher order Riesz transforms and

Lp(Rd) spaces for 1 < p < ∞. The main results are the following two theorems. By Hk we
denote the space of spherical harmonics of degree k.

Theorem 1.4.3. Take p ∈ (1,∞) and let k be a non-negative integer. Let Pk be a subset of
Hk. Then there is a constant A(p, k) independent of the dimension d and such that∥∥∥∥∥∥∥

∑
P∈Pk

|R∗
P f |

2

1/2
∥∥∥∥∥∥∥
Lp(Rd)

⩽ A(p, k)

∥∥∥∥∥∥∥
∑

P∈Pk

|RP f |2
1/2

∥∥∥∥∥∥∥
Lp(Rd)

,

14:73357



1.4. OUTLINE OF THE THESIS AND OVERVIEW OF THE METHODS 7

where f ∈ Lp(Rd). Moreover, for fixed k we have

A(p, k) = O(p5/2+k/2) as p→ ∞ and A(p, k) = O((p− 1)−5/2−k/2) as p→ 1.

In particular, if Pk contains one element P , then Theorem 1.4.3 immediately gives

∥R∗
P f∥Lp(Rd) ⩽ A(p, k)∥RP f∥Lp(Rd).

In this case however, we can slightly improve the constant A(p, k).

Theorem 1.4.4. Take p ∈ (1,∞) and let k be a non-negative integer. Let P be a spherical
harmonic of degree k. Then there is a constant B(p, k) independent of the dimension d and
such that

∥R∗
P f∥Lp(Rd) ⩽ B(p, k)∥RP f∥Lp(Rd),

where f ∈ Lp(Rd). Moreover, for fixed k we have

B(p, k) = O(p2+k/2) as p→ ∞ and B(p, k) = O((p− 1)−2−k/2) as p→ 1.

Combination of Theorem 1.4.3 and a result of Duoandikoetxea and Rubio de Francia [17,
Théorème 2] yields a generalization of Corollary 1.4.2. Denote by a(d, k) the dimension of Hk

and let {Yj}j=1,...,a(d,k) be an orthogonal basis of Hk normalized by the condition∫
Sd−1

|Yj(ω)|2 dω =
1

a(d, k)
; (1.4.2)

here dω denotes the probabilistic spherical measure. Then we have

Corollary 1.4.5. Take p ∈ (1,∞) and let k be a non-negative integer. Then there is a
constant G(p, k) independent of the dimension d and such that∥∥∥∥∥∥∥

a(d,k)∑
j=1

∣∣∣R∗
Yj
f
∣∣∣2
1/2

∥∥∥∥∥∥∥
Lp(Rd)

⩽ G(p, k)∥f∥Lp(Rd),

where f ∈ Lp(Rd). Moreover, for fixed and odd k we have

G(p, k) = O(p7/2+k/2) as p→ ∞ and G(p, k) = O((p− 1)−7/2−k) as p→ 1

and for even k we have

G(p, k) = O(p9/2+k/2) as p→ ∞ and G(p, k) = O((p− 1)−9/2−k) as p→ 1.

Theorem 1.4.3 and Theorem 1.4.4 are first proved only in the case of odd k which is simpler
as it employs the real method of rotations. Then we use the complex method of rotations to
generalize the argument to all natural k. In both proofs the first step is to use the same kind
of factorization as in Chapter 2, i.e. Rt

P =M t
k(RP ), where M t

k, t > 0, is a family of multiplier
operators. This step is described in detail in Section 3.1.

Then we need to find a useful expression for the operator M t
k and this is the place where

the proofs of odd case and general case split. In the odd case we express M t
k in terms of the

15:57716



1.4. OUTLINE OF THE THESIS AND OVERVIEW OF THE METHODS 8

Riesz transforms associated with the orthogonal basis {Yj}j=1,...,a(d,k) of Hk normalized by
the condition (1.4.2), which yields

M t
k = (−1)k

a(d,k)∑
j=1

Rt
Yj
RYj .

Finally we use the real method of rotations to express the operators Rt
Yj

in terms of the
Hilbert transform, which gives us a dimension-free estimate of their norm. The application of
the real method of rotations is found in Section 3.2.

The real method of rotations works only for odd kernels, so in the general case we have to
use the complex method of rotations of Iwaniec and Martin [26] and this requires extending
the operators from Lp(Rd) to Lp(Cd). Because of that we need to obtain a different expression
for the operator M t

k better suited to extension to Cd and restriction back to Rd. Instead of
taking the orthogonal basis {Yj}j=1,...,a(d,k) of Hk, for each multi-index j = (j1, . . . , jk) with
pairwise distinct elements we take the monomial Pj(x) := xj1 · · ·xjk . The reason behind this
change is that the basis {Yj}j=1,...,a(d,k) may not be orthogonal after extension to Cd, while
the monomials Pj are orthogonal both on Rd and on Cd. We also average the resulting sum
over the special orthogonal group SO(d). Then we obtain

M t
kf(x) = C(d, k)

∫
SO(d)

∑
j∈I

(Rt
Pj
RPjf)U (x) dµ(U),

where TU is the conjugation of an operator T by U ∈ SO(d) and I denotes the set of multi-
indices j = (j1, . . . , jk) with pairwise distinct elements. The details of the averaging procedure
can be found in Section 3.3.

The third step is similar to the odd case: we use the complex method of rotations, preceded
by extension of the operator Rt on Rd to the operator R̃t on Cd, to express the operator

Rt =
∑
j∈I

Rt
Pj
RPj

in terms of the Hilbert transform. The application of the method of rotations is described in
Section 3.4.

Lastly, we need to deduce the estimates for Rt from the estimates for R̃t. The complex
method of rotations of Iwaniec and Martin includes a restriction procedure, see [26, Section
4], however the resulting restricted operator is not the same as the initial operator Rt, hence
we need to estimate the difference between the two of them, which is done in Section 3.5.

Chapter 3 is based on [31].
In Chapter 4 we turn our attention to Schrödinger operators, i.e. operators of the form

L = −1

2
∆ + V,

where ∆ is the Laplacian and V is a non-negative function in L1
loc(Rd) called the potential.

Specifically, we investigate Riesz transforms associated with them, which for a > 0 are given
by

Ra
V f(x) = V a(x) · L−af(x) =

V a(x)

Γ(a)
·
∫ ∞

0
e−tLf(x) ta−1 dt, (1.4.3)
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where e−tL is the semigroup generated by L.
There are two main results in this chapter. Firstly, we prove Lp(Rd), 1 < p ⩽ 2, bound-

edness for a wide class of potentials.

Theorem 1.4.6. Let V ∈ L1
loc(Rd) and take p ∈ (1, 2]. Then for all 0 ⩽ a ⩽ 1/p the Riesz

transform Ra
V is bounded on Lp(Rd).

Theorem 1.4.6 is derived as a consequence of the endpoint bounds for R1/2
V on L2(Rd), see

Proposition 4.1.3, and for R1
V on L1(Rd) ([2, Theorem 4.3], see also [21, 27]) together with

the interpolation result given below.

Theorem 1.4.7. Let 0 < a0 < a1. Assume that V ∈ L1
loc(Rd) is such that Ra1

V is bounded
on Lp1(Rd) for some p1 ∈ [1,∞) and Ra0

V is bounded on L1(Rd). Then, Ra
V is bounded on

Lp(Rd) for every p and a such that 1
p = θ+ 1−θ

p1
and a = θa0+(1− θ)a1 with some θ ∈ (0, 1).

The above theorem is proved via Stein’s complex interpolation theorem.
The other main result concerns L∞(Rd) and L1(Rd) boundedness of Ra

V for specific classes
of non-negative potentials V , for which we assume a certain condition relating the value V (x)

and the speed at which V (y) decreases for y in a ball around x. The main classes of potentials
to which our results may be applied are given in the following theorem. We will say that some
property holds globally if there is a compact set F ⊆ Rd such that the property holds for
almost all x ∈ Rd \ F .

Theorem 1.4.8. Let V : Rd → [0,∞) be a function in L∞
loc(Rd). Then in all the three cases

1. V (x) ≈ 1 globally
2. For some α > 0 globally
3. For some β > 1 globally

each of the Riesz transforms Ra
V , a > 0, is bounded on L∞(Rd) and on L1(Rd).

To prove the theorem, we first notice that the semigroup e−tL, and in consequence the
operator Ra

V , are positivity preserving. Hence in order to obtain a bound on the L∞(Rd)

norm of Ra
V it suffices to bound the quantity Ra

V (1)(x) by a constant that does not depend
on x. Thus we only need to handle the following integral

V a(x) ·
∫ ∞

0
e−tL(1)(x) ta−1 dt,

where 1 is the constant 1 function. This is where the main ingredient of the proof comes in,
which is the Feynman–Kac formula

e−tLf(x) = Ex

[
e−

∫ t
0 V (Xs) ds f(Xt)

]
. (1.4.4)

Here Xt = (X1
t , . . . , X

d
t ) is the standard d-dimensional Brownian motion starting at x. In our

case we need this formula only for f = 1, i.e.

e−tL(1)(x) = Ex

[
e−

∫ t
0 V (Xs) ds

]
. (1.4.5)

17:22815



1.4. OUTLINE OF THE THESIS AND OVERVIEW OF THE METHODS 10

Then, for k = 0, 1, 2, . . . and some fixed x ∈ Rd we divide the underlying probability space
into events ’up to time t the value of the potential V (Xs) was always at least V (x)

2k
’. More

formally for fixed x ∈ Rd and k = 0, 1, 2, . . . we introduce the sets

Ak =

{
y ∈ Rd :

V (x)

2k
⩽ V (y)

}
and

Ωk = {ω ∈ Ω : Xs(ω) ∈ Ak for almost all s ∈ [0, t]} .

Using them we split the expected value in (1.4.5) in the following manner

e−tL(1)(x) =

Ex

[
e−

∫ t
0 V (Xs) ds 1Ω0

]
+

K∑
k=1

Ex

[
e−

∫ t
0 V (Xs) ds 1Ωk∩Ωc

k−1

]
+ Ex

[
e−

∫ t
0 V (Xs) ds 1Ωc

K

]
⩽ e−tV (x) +

K∑
k=1

e
− tV (x)

2k P
(
Ωk ∩ Ωc

k−1

)
+ P (Ωc

K)

with K = ⌊log2 V (x)⌋. Lastly, we estimate the probabilities appearing in the expression above
using bounds for the normal distribution and the complementary error function. A detailed
description is found in Section 4.3.

The case of L1(Rd) estimates is similar, but more complex. First we use duality between
the spaces L1(Rd) and L∞(Rd) in order to reduce the task of estimating the L1(Rd) norm of
the operator Ra

V = V aL−a to estimating the L∞(Rd) norm of the operator L−aV a. Similarly
to the previous case, we use the positivity-preserving property of L−a and we remain with
the goal of bounding the quantity

L−a(V a)(x) =
1

Γ(a)

∫ ∞

0
e−tL(V a)(x) ta−1 dt

by a constant independent of x. The main part of the proof is again the Feynman–Kac formula
used to estimate the semigroup e−tL, however now the semigroup is applied to the function
V a instead of 1. For this reason the calculations, although similar to the L∞(Rd) case, are
more complex, see Section 4.4 for more details.

Chapter 4 is based on [29].
In Chapter 5 we aim at improving the result of the previous chapter to a bound that does

not depend on the dimension d. However, this comes at a price of narrowing down the class
of permissible potentials to ones of the form

V (x) = V1(x) + · · ·+ Vd(x), (1.4.6)

where each Vi acts only on the i-th coordinate of the argument x and has polynomial growth
with the exponent not greater than 2, i.e. there are absolute constants m and M such that

m|xi|α ⩽ Vi(x) ⩽M |xi|α (1.4.7)

for some 0 < α ⩽ 2. The main theorem of the chapter is

18:69998
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Theorem 1.4.9. Fix α > 0 and let V given by (1.4.6) satisfy (1.4.7). Then there is a constant
C > 0 depending on m, M , α and independent of the dimension d such that

∥Ra
V f∥L∞(Rd) ⩽ C∥f∥L∞(Rd), f ∈ L∞(Rd).

As a by-product of our considerations we also obtain L1(Rd) estimates for Ra
V , but only

for a limited range of a. The reason for this is that we need to use concavity of the function
xa.

Theorem 1.4.10. Fix α > 0 and let V given by (1.4.6) satisfy (1.4.7). For a ⩽ 1 there is a
constant C > 0 depending on m, M , α and independent of the dimension d such that

∥Ra
V f∥L1(Rd) ⩽ C∥f∥L1(Rd), f ∈ L1(Rd).

The methods used to prove the above results are similar to the ones in Chapter 4, although
we have to be more careful as we want to obtain a dimension-free estimate.

It is interesting to note that we do not need any explicit formulas for the potential V or
for the semigroup e−tL. This is in contrast to previous dimension-free result, which addressed
only the case of V (x) = |x|2 and of polynomial V .

The particular structure of V (1.4.6) lets us write

L =
d∑

i=1

Li, where Li = −1

2

∂2

∂x2i
+ Vi, (1.4.8)

and, as a consequence, factorize the semigroup e−tL in the following way

e−tL =

d∏
i=1

e−tLi and hence e−tL(1) =

d∏
i=1

e−tLi(1). (1.4.9)

This is the key property allowing us reduce the problem to one-dimensional estimates of the
semigroups e−tLi and as a result to get estimates that does not depend on the dimension d.
In Section 5.2 we prove that the one-dimensional semigroups e−tLi decay exponentially in t

and V (x) for small values of t, i.e. we have

e−tLi(1)(x) ⩽ e−cN tVi(x) for t ⩽ N, x ∈ Rd.

It is noteworthy that the constant in front of the exponential in the above estimate is 1,
which means that we can multiply one-dimensional bounds to estimate the full semigroup
e−tL without constants growing with the dimension. The proof is divided into three cases
depending on the value of |xi| and tVi(x) but in all of them the main ingredient is the
Feynman–Kac formula (1.4.4).

In Section 5.3 we use results from Section 5.2 and a similar result [29, Lemma 3.1] giving
an exponential decay of the semigroup for large values of t, namely

e−tLi(1)(x) ⩽ e−ct for t ⩾ N, x ∈ Rd,

to estimate the L∞ norm of Ra
V .
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Finally in Section 5.4 we estimate the L1(Rd) norm of the Riesz transform Ra
V . We use

duality between L∞(Rd) and L1(Rd) spaces which reduces estimating the L1(Rd) norm of the
operator Ra

V = V aL−a to estimating the L∞(Rd) norm of the adjoint operator

(L−aV a)f(x) =
1

Γ(a)

∫ ∞

0
e−tL(V af)(x) ta−1 dt.

Again, using the positivity-preserving property of the semigroup e−tL reduces the task to
estimating e−tL(V a). In this case, although the factorization (1.4.9) of the semigroup as an
operator still applies, it does not behave well when the semigroup is applied to V a instead of
the constant function 1, hence we use the following formula

e−tL(V ) =

d∑
i=1

e−tL(Vi) =

d∑
i=1

e−tLi
(1) e−tLi(Vi), where Li = L− Li,

which again allow us to use the one-dimensional estimates to obtain the desired dimension-free
result.

1.5 Notation

We finish the introduction with a description of the notation and conventions used in the
dissertation.

1. We abbreviate Lp(Rd) to Lp and ∥·∥Lp to ∥·∥p. For a sublinear operator T acting on Lp

we denote its operator norm by ∥T∥p→p. We let S be the space of Schwartz functions
on Rd. Slightly abusing the notation we say that a sublinear operator T is bounded on
Lp if it is bounded on S in the Lp norm.

2. For a Banach space E the symbol Lp(Rd;E) stands for the space of weakly measurable
functions f : Rd → E with the norm ∥f∥Lp(Rd;E) = (

∫
Rd ∥f(x)∥pE dx)1/p. Similarly, for

a finite set F by ℓp(F ;E) we denote the Banach space of E-valued sequences {fs}s∈F
with the norm ∥f∥ℓp(F ;E) = (

∑
s∈F ∥fs∥pE)1/p.

3. For an exponent p ∈ [1,∞] we let q be its conjugate exponent satisfying

1

p
+

1

q
= 1.

For 1 < p <∞ we also set
p∗ = max(p, (p− 1)−1).

4. The Fourier transform is defined for f ∈ L1 and ξ ∈ Rd by the formula

Ff(ξ) = f̂(ξ) =

∫
Rd

f(x)e−2πix·ξ dx.

5. The gamma function is defined for s > 0 by the formula

Γ(s) =

∫ ∞

0
ts−1e−t dt.
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We will use Stirling’s formula [40, 5.6.1]

√
2πxx−

1
2 e−x ⩽ Γ(x) ⩽

√
2πxx−

1
2 e−x+ 1

12x , x > 0. (1.5.1)

and its asymptotic form

Γ(s) ∼
√
2πss−

1
2 e−s, s→ ∞. (1.5.2)

We will also need estimates for the ratio of two gamma functions:

Γ(s+ α) ∼ sαΓ(s), s→ ∞, (1.5.3)

see [40, 5.11.12], and Gautschi’s inequality [40, 5.6.4]

x1−s <
Γ(x+ 1)

Γ(x+ s)
< (x+ 1)1−s, x > 0, s ∈ (0, 1). (1.5.4)

6. The symbol Sd−1 stands for the (d− 1)-dimensional unit sphere in Rd. We also write

Sd−1 =
2πd/2

Γ
(
d
2

) (1.5.5)

to denote the unnormalized surface area of Sd−1.

7. For a set A by 1A we denote its characteristic function. The symbol 1 stands for the
constant function 1.
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Classical Riesz transforms
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Chapter 2

L2 estimates for the maximal Riesz
transform

In this chapter we investigate the Riesz transforms, the maximal Riesz transforms, and
their relations, in particular we ask whether it is possible to control the Lp norm of the
maximal Riesz transform by the norm of the Riesz transform in a dimension-free manner.

To be more specific, for a Schwartz function f on Rd let us define the Riesz transform Rj ,
j = 1, . . . , d, by

Rjf(x) = lim
t→0+

Γ
(
d+1
2

)
π

d+1
2

∫
|x−y|>t

xj − yj

|x− y|d+1
f(y) dy. (2.0.1)

It is well known that Rj may be defined equivalently by the Fourier transform as

R̂jf(ξ) = −i ξj
|ξ|
f̂(ξ), ξ ∈ Rd; (2.0.2)

as it will turn out, both definitions are useful in our case. We define also the maximal Riesz
transform

R∗
jf(x) = sup

t>0

∣∣Rt
jf(x)

∣∣,
where Rt

j , called the truncated Riesz transform, is given by

Rt
jf(x) =

Γ
(
d+1
2

)
π

d+1
2

∫
|x−y|>t

xj − yj

|x− y|d+1
f(y) dy.

In [37] Mateu and Verdera proved that for 1 < p < ∞ the Lp norm of R∗
jf can be

controlled by the Lp norm of Rjf , namely

Theorem (Mateu, Verdera, [37]). For 1 < p < ∞ there is a constant Cp,d depending on p

and d such that ∥∥R∗
jf
∥∥
p
⩽ Cp,d∥Rjf∥p. (2.0.3)

The main purpose of this chapter is to improve this estimate in the case of p = 2 to a
dimension-free bound with an explicit constant.

Theorem 2.0.1. For every f ∈ L2 we have∥∥R∗
jf
∥∥
2
⩽ 2 · 108∥Rjf∥2.

15
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Remark. There is nothing special in 2 · 108 and clearly, optimizing our method, one may get
a better constant instead. We wrote down an explicit constant in order to get an impression
of its magnitude.

Remark. The theorem is true for all dimensions d, however we restrict our proof to the case
d ⩾ 4 due to technical reasons and from now on we assume that d ⩾ 4. The case 1 ⩽ d ⩽ 3

follows from [37, Theorem 1].

Note that Theorem 2.0.1 combined with Plancherel’s theorem and (2.0.2) easily implies a
dimension-free bound for the norm of the vector of maximal Riesz transforms on L2.

Corollary 2.0.2. For every f ∈ L2 we have∥∥∥∥∥∥∥
 d∑

j=1

∣∣R∗
jf
∣∣21/2

∥∥∥∥∥∥∥
2

⩽ 2 · 108∥f∥2.

As described in Section 1.4, the proof of Theorem 2.0.1 consist of factorization of the
truncated Riesz transform Rt

j =M t(Rj) and then estimating the Fourier multiplier associated
with the operator M t.

Before we move on to the proof, we establish some notation and facts used in this chapter.

1. The symbol Kt
j stands for the kernel of the operator Rt

j which is

Kt
j(x) = γ · 1|x|>t(x)

xj

|x|d+1
, x ∈ Rd,

and γ denotes the constant

γ = γd =
Γ
(
d+1
2

)
π

d+1
2

.

2. In the proof of Theorem 2.1.4 we shall need a numerical inequality (see e.g. [38, Lemma
2.5]) which says that for any n ∈ Z and continuous function g : [2n, 2n+1] → C we have

sup
t∈[2n,2n+1]

|g(t)− g(2n)|

⩽
√
2

∞∑
l=0

2l−1∑
m=0

∣∣∣g(2n + 2n−l(m+ 1))− g(2n + 2n−lm)
∣∣∣2
1/2

.

(2.0.4)

3. Lastly, we will need the Poisson semigroup defined for f ∈ L2 by

P̂tf(ξ) = pt(ξ)f̂(ξ) with pt(ξ) = e
−t

|ξ|√
d . (2.0.5)

We denote by P∗(f) and g(f) the maximal function and the square function associated
with this semigroup, i.e.

P∗f(x) = sup
t>0

|Ptf(x)| and g(f)(x) =

(∫ ∞

0
t

∣∣∣∣ ddtPtf(x)

∣∣∣∣2 dt
)1/2

.
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From [45, pp. 47–51] and [16, Theorem VIII.7.7] we know that for f ∈ L2 we have

∥P∗f∥2 ⩽ 4∥f∥2 and ∥g(f)∥2 ⩽
1√
2
∥f∥2. (2.0.6)

We will also need the so-called Poisson projections given by

Sn = P2n−1 − P2n , n ∈ Z.

The sequence (Sn)n∈Z is then a resolution of the identity on L2 which means that

f =
∑
n∈Z

Snf, f ∈ L2. (2.0.7)

Moreover, Sn satisfies

Snf(x) = −
∫ 2n

2n−1

d

dt
Ptf(x) dt,

so by the Cauchy–Schwartz inequality we have

|Snf(x)|2 ⩽ 2n−1

∫ 2n

2n−1

∣∣∣∣ ddtPtf(x)

∣∣∣∣2 dt ⩽ ∫ 2n

2n−1

t

∣∣∣∣ ddtPtf(x)

∣∣∣∣2 dt.
Now summing over n ∈ Z and using (2.0.6) leads us to the conclusion that∥∥∥∥∥∥

(∑
n∈Z

|Snf |2
)1/2

∥∥∥∥∥∥
2

⩽
1√
2
∥f∥2. (2.0.8)

2.1 Factorization

The goal of this section is to prove the factorization Rt
jf = M t(Rjf) of the truncated

Riesz transform. Hence, we begin with the definition of the function which will be a part of
the Fourier multiplier associated with the operator M t. Let m : [0,+∞) → C be the function

m(x) =
2

d
2Γ
(
d+1
2

)
√
π

∫ ∞

2πx
r−

d
2J d

2
(r) dr. (2.1.1)

For Re ν > −1
2 the symbol Jν denotes the Bessel function of the first kind defined by

Jν(t) =
tν

2νΓ
(
ν + 1

2

)√
π

∫ 1

−1
eits
(
1− s2

)ν− 1
2 ds, t ⩾ 0, (2.1.2)

see e.g. [22, B.1]. It is known that for ν ⩾ 0 the Bessel function satisfies |Jν(t)| ⩽ 1 (see [40,
10.14.1]) and |Jν(t)| ⩽ C(ν)tν (see [40, 10.14.4]). Using the assumption that d ⩾ 4 we thus
see that (2.1.1) defines a bounded continuous function on [0,∞).

Lemma 2.1.1. For each t > 0 the multiplier associated with the j-th truncated Riesz trans-
form defined in (2.0.1) equals

K̂t
j(ξ) = −i ξj

|ξ|
m(t|ξ|),

where ξ ∈ Rd, ξ ̸= 0.
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Proof. First observe that Kt
j(x) = K1

j

(
x
t

)
t−d which means that K̂t

j(ξ) = K̂1
j (tξ) and we can

focus on Kj := K1
j . Then we write

Kj(x) = γxjχ|x|>1(x)
1

|x|d+1
= xjK(x) with K(x) := γχ|x|>1(x)

1

|x|d+1

so that K̂j = − 1
2πi∂jK̂. Since K is radial, its Fourier transform K̂ is also radial and has the

form K̂(ξ) = h(|ξ|), where

h(x) = 2πγ x−
d
2
+1

∫ ∞

1
r−

d
2
−1J d

2
−1(2πrx) dr, (2.1.3)

see e.g. [22, B.5]. Recalling the estimate
∣∣Jd/2−1(x)

∣∣ ⩽ 1 we see that for x > 0 the integral
in (2.1.3) is convergent and the function h is well defined. Since by [40, 10.6.6] the Bessel
function satisfies

1

x

d

dx

Jα(x)

xα
= −Jα+1

xα+1
, (2.1.4)

differentiating (2.1.3) for x > 0 we obtain

h′(x) = −γ(2π)
d
2
+1

∫ ∞

2πx
r−

d
2J d

2
(r) dr.

Passing with the derivative under the integral sign in (2.1.3) can be easily justified with the
aid of the Leibniz integral rule. In summary we have proved that

K̂j(ξ) = − 1

2πi

ξj
|ξ|
h′(|ξ|) = −i ξj

|ξ|

(
− 1

2π
h′(|ξ|)

)
and noticing that −h′(|ξ|) = 2πm(|ξ|) completes the reasoning.

Let M t, t > 0, be defined by

M̂ tf(ξ) = m(t|ξ|)f̂(ξ), f ∈ L2, (2.1.5)

and set
M∗f(x) = sup

t>0

∣∣M tf(x)
∣∣. (2.1.6)

Since m is a bounded function, Plancherel’s theorem implies that M t defines a bounded
operator on L2. Moreover, since m is continuous, we see that if f ∈ S, then for each x ∈ Rd

the mapping t 7→ M tf(x) is continuous. In particular for such f the supremum in the
definition of M∗f(x) may be restricted to rational numbers, which shows that the function
M∗f(x) is Borel measurable.

As a corollary of Lemma 2.1.1 we shall obtain a factorization of Rt
j in terms of M t which

is crucial for our purposes, see Corollary 2.1.3. For its proof we need a lemma on the density
of Rj(L

p) in Lp. For p = 2 this is an easy consequence of Plancherel’s theorem and (2.0.2).

Lemma 2.1.2. Let 1 < p < ∞ and j = 1, . . . , d. Then the space Rj(L
p) ∩ S is dense in Lp.

In particular Rj(L
p) is dense in Lp.
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Proof. Throughout the proof we fix 1 < p <∞ and j = 1, . . . , d. It is sufficient to prove that
(Rj)

2(Lp)∩S is dense in Lp and this is our goal. Here the symbol (Rj)
2 denotes the two-fold

composition (Rj)
2 = Rj ◦Rj .

For t > 0 and f ∈ L1 + L∞ denote

T j
t f(x) = (4πt)−1/2

∫
R
exp
(
−|xj − yj |2/4t

)
f(x1, . . . , xj−1, yj , xj+1, . . . , xd) dyj .

Then {T j
t }t>0 is the heat semigroup on R applied to the j-th coordinate of Rd. It is a

symmetric diffusion semigroup in the sense of Stein [45, Chapter 3]. Applying the Fourier
transform for f ∈ S we obtain

T̂ j
t f(ξ) = exp

(
−4π2tξ2j

)
f̂(ξ), ξ ∈ Rd. (2.1.7)

In particular if f ∈ S, then also T j
t f ∈ S.

Take f ∈ S. It is easy to show (see [22, Proposition 5.1.17]) that

(Rj)
2(∆f) = −∂2j f, (2.1.8)

where ∆ denotes the Laplacian on Rd. Using the Fourier inversion formula together with
(2.1.7) and (2.1.8) we obtain for each t > 0

T j
t f − f =

∫ t

0
T j
s (∂

2
j f) ds = −

∫ t

0
T j
s ((Rj)

2(∆f)) ds = −(Rj)
2

(∫ t

0
T j
s (∆f) ds

)
. (2.1.9)

The integrals in (2.1.9) are Bochner integrals on L2. Since f ∈ S, we see that limt→∞ T j
t f = 0

both a.e. and in the L2 norm. Now invoking the Lp boundedness of the maximal operator
f 7→ supt>0

∣∣∣T j
t f
∣∣∣ (see [45, Chapter III, Section 3]) and the dominated convergence theorem

we deduce that also limt→∞

∥∥∥T j
t f
∥∥∥
p
= 0. Thus, denoting gt =

∫ t
0 T

j
s (∆f) ds and coming back

to (2.1.9) we see that (Rj)
2(gt) ∈ S and

lim
t→∞

∥∥(Rj)
2(gt)− f

∥∥
p
= 0.

Noticing that gt ∈ S we conclude that any f ∈ S may be approximated arbitrarily close in
the Lp norm by an element of (Rj)

2(S) ∩ S. At this point the density of S in Lp completes
the proof.

Having proved Lemma 2.1.2 we now have all the ingredients for justifying the factorization.
Recall that the operators M t and M∗ are defined by (2.1.5) and (2.1.6), respectively.

Corollary 2.1.3. Let j = 1, . . . , d. Then for each t > 0 the truncated Riesz transform
factorizes as

Rt
jf =M t(Rjf), f ∈ L2. (2.1.10)

Moreover the maximal operator M∗ is bounded on all Lp spaces, 1 < p <∞, and the optimal
constant Cp in the inequality

∥∥∥R∗
jf
∥∥∥
p
⩽ Cp∥Rjf∥p equals ∥M∗∥p→p.
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Proof. Recalling (2.0.2) the decomposition (2.1.10) follows immediately from Lemma 2.1.1.
When studying the Lp boundedness of M∗ by Lemma 2.1.2 it suffices to consider M∗g

with g ∈ Rj(L
p) ∩ S. Note that for such g the function M∗g is measurable. Clearly, (2.1.10)

implies Cp ⩽ ∥M∗∥p→p. Applying (2.0.3) we see that M∗ is bounded on Rj(L
p)∩S, which is

a dense subset of Lp by Lemma 2.1.2. Thus, using again (2.1.10) we see that ∥M∗∥p→p ⩽ Cp.
This completes the proof of the corollary.

By Corollary 2.1.3, Theorem 2.0.1 is equivalent to the following result.

Theorem 2.1.4. Let M∗ be defined as in (2.1.6). Then for every f ∈ L2 we have

∥M∗f∥2 ⩽ 2 · 108∥f∥2.

2.2 Multiplier estimates

Now we focus on proving Theorem 2.1.4 and on the operator M∗.
First we prove estimates for the multiplier m. We start with small arguments.

Lemma 2.2.1. For 0 ⩽ x ⩽
√
d we have

|m(x)− 1| ⩽ 20
x√
d
.

Proof. By [40, 10.22.43] we know that m(0) = 1, so

m(x)− 1 = m(x)−m(0) = −
2

d
2Γ
(
d+1
2

)
√
π

∫ 2πx

0
r−

d
2J d

2
(r) dr. (2.2.1)

Now [22, B.6] gives

Jν(x) =
xν

2νΓ(ν + 1)
+ Sν(x)

with Sν satisfying

|Sν(x)| ⩽
2−νxν+1

(ν + 1)Γ(ν + 1
2)
√
π
.

Hence, using (1.5.4) we estimate (2.2.1) as follows (recall that x√
d
⩽ 1)

|m(x)− 1| ⩽
2πxΓ

(
d+1
2

)
Γ
(
d
2 + 1

)√
π
+

1(
d
2 + 1

)
π

∫ 2πx

0
r dr

⩽
2
√
2πx√
d

+
4πx2

d
⩽ 20

x√
d
.

Our estimate for m(x) when x is large will be based on an inequality for the Bessel function
Jν . This is essentially a restatement of [39, Lemma 4.1]. We present the proof in order to
keep track of the constants.

Lemma 2.2.2. For each t ⩾ 0 and ν ⩾ 0 we have

|Jν(t)| ⩽
2100 tν

2νΓ
(
ν + 1

2

)√
νπ

(
e
− t√

ν + e−
ν
5

)
.
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Proof. Define for t ⩾ 0 and ν ⩾ 0

M(t) :=
√
ν

∫ 1

−1
eits

√
ν
(
1− s2

)ν− 1
2 ds =

∫ √
ν

−
√
ν
eits
(
1− s2

ν

)ν− 1
2

ds. (2.2.2)

Then, using the definition of the Bessel function (2.1.2) we see that

Jν(t) =
tν

2νΓ
(
ν + 1

2

)√
νπ
M

(
t√
ν

)
.

Therefore in order to prove the lemma it suffices to show that

|M(t)| ⩽ 2100
(
e−t + e−

ν
5

)
, t ⩾ 0, (2.2.3)

and till the end of the proof we focus on justifying (2.2.3).
We begin by splitting the second integral in (2.2.2) into two parts

|M(t)| ⩽

∣∣∣∣∣
∫

√
ν
2

⩽|s|⩽
√
ν
eits
(
1− s2

ν

)ν− 1
2

ds

∣∣∣∣∣+
∣∣∣∣∣
∫
|s|⩽

√
ν
2

eits
(
1− s2

ν

)ν− 1
2

ds

∣∣∣∣∣. (2.2.4)

Then we observe that∣∣∣∣∣
∫

√
ν
2

⩽|s|⩽
√
ν
eits
(
1− s2

ν

)ν− 1
2

ds

∣∣∣∣∣ ⩽ 2
√
ν

(
3

4

)ν− 1
2

⩽ 6e−
ν
4

since 1 − s2

ν ⩽ 3
4 for |s| ⩾

√
ν
2 . This means that we can move on to estimating the second

integral in (2.2.4). To do this we will change the contour of integration. However this will
work only if ν > 4

3 , so we take care of ν ⩽ 4
3 first. In this case we use (1.5.4) to write∣∣∣∣∣

∫
|s|⩽

√
ν
2

eits
(
1− s2

ν

)ν− 1
2

ds

∣∣∣∣∣ ⩽ √
ν

∫ 1

−1

(
1− s2

)ν− 1
2 ds =

√
ν

√
πΓ
(
ν + 1

2

)
Γ (ν + 1)

⩽
√
π ⩽ 3e−

ν
5 .

Now assume that ν > 4
3 and let C = C0 ∪ C1 ∪ C2 ∪ C3 be the rectangle with the

parametrization

C0(s) := s for s ∈
[
−

√
ν
2 ,

√
ν
2

]
,

C1(s) := is+

√
ν

2
for s ∈ [0, 1],

C2(s) := −s+ i for s ∈
[
−

√
ν
2 ,

√
ν
2

]
,

C3(s) := i(1− s)−
√
ν

2
for s ∈ [0, 1].

The function z 7→ eitz
(
1− z2

ν

)ν− 1
2 is holomorphic in the disk {z ∈ C : |z| <

√
ν}, which for

ν > 4
3 contains the rectangle C, hence the Cauchy integral theorem gives∣∣∣∣∣

∫
|s|⩽

√
ν
2

eits
(
1− s2

ν

)ν− 1
2

ds

∣∣∣∣∣ ⩽ ∑
j∈{1,3}

∣∣∣∣∣
∫ 1

0
eitCj(s)

(
1− Cj(s)

2

ν

)ν− 1
2

ds

∣∣∣∣∣
+

∣∣∣∣∣
∫
|s|⩽

√
ν
2

eit(i−s)

(
1− (s− i)2

ν

)ν− 1
2

ds

∣∣∣∣∣.
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The first term can be estimated as

∑
j∈{1,3}

∣∣∣∣∣
∫ 1

0
eitCj(s)

(
1− Cj(s)

2

ν

)ν− 1
2

ds

∣∣∣∣∣ ⩽ 2

(
3

4
+

1

ν
+

1√
ν

)ν− 1
2

⩽ 600e−
ν
5 .

Since eit(i−s) = e−te−its, now it suffices to show that∣∣∣∣∣
∫
|s|⩽

√
ν
2

e−its

(
1− (s− i)2

ν

)ν− 1
2

ds

∣∣∣∣∣ ⩽ 2100.

Recall that ν > 4
3 and observe that

∣∣∣∣1− (s− i)2

ν

∣∣∣∣ ⩽ 1− s2 − 1

ν
+

2|s|
ν

⩽

1 + 6
ν , if |s| ⩽ 5

2

1− s2

25ν if 5
2 ⩽ |s| ⩽

√
ν
2

and thus∣∣∣∣∣
∫
|s|⩽

√
ν
2

e−its

(
1− (s− i)2

ν

)ν− 1
2

ds

∣∣∣∣∣ ⩽ 5

(
1 +

6

ν

)ν− 1
2

+

∫
|s|⩽

√
ν
2

(
1− s2

25ν

)ν− 1
2

ds

⩽ 5e6 + 5
√
ν

∫ 1

−1

(
1− s2

)ν− 1
2 ds

= 5e6 + 5
√
ν

√
πΓ
(
ν + 1

2

)
Γ (ν + 1)

⩽ 5e6 + 5
√
π ⩽ 2100.

This completes the proof of (2.2.3) and thus also the proof of Lemma 2.2.2.

Applying Lemma 2.2.2 we now justify an estimate of m for large arguments.

Lemma 2.2.3. For x ⩾
√
d we have

|m(x)| ⩽ 6 · 104
√
d

x
.

Proof. We consider two cases. First we take x ⩾ d. Recalling that |Jν(x)| ⩽ 1 and d ⩾ 4 we
can estimate the integral in (2.1.1) by∣∣∣∣∫ ∞

2πx
r−

d
2J d

2
(r) dr

∣∣∣∣ ⩽ ∫ ∞

2πx
r−

d
2 dr ⩽ 2

(2πx)1−
d
2

d− 2
⩽ 4

(2πd)1−
d
2

x
.

Including the constant in (2.1.1) and using (1.5.1) for d ⩾ 4 gives

|m(x)| ⩽ 8
(πd)1−

d
2

x
Γ

(
d+ 1

2

)
⩽

8

x

√
2ππd(2πe)−

d
2 e

1
6(d+1) ⩽

1

x
⩽

√
d

x
. (2.2.5)

The second case is when
√
d ⩽ x ⩽ d. Then the integral in (2.1.1) can be split into two

parts: from 2πx to 2πd and from 2πd to infinity; namely

m(x) =
2

d
2Γ
(
d+1
2

)
√
π

(∫ 2πd

2πx
r−

d
2J d

2
(r) dr +

∫ ∞

2πd
r−

d
2J d

2
(r) dr

)
= I1(x) + I2.
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The second integral can be estimated as in (2.2.5)

|I2| = |m(d)| ⩽
√
d

d
⩽

√
d

x
.

To handle I1, we use Lemma 2.2.2 which gives

|I1(x)| ⩽
2100

√
2

π
√
d

(∫ 2πd

2πx
e
− r

√
2√
d dr +

∫ 2πd

2πx
e−

d
10 dr

)
⩽

2100

π
e
− 2

√
2πx√
d + 4200

√
2de−

d
10 ⩽ 6 · 104

√
d

x
.

In the last inequality we used the fact that e−x ⩽ 1
x for x ⩾ 0.

We will also need an estimate of the derivative of m.

Lemma 2.2.4. For all x ⩾ 0 we have ∣∣xm′(x)
∣∣ ⩽ 104.

Proof. Differentiating (2.1.1) gives

m′(x) = −
2
√
πΓ
(
d+1
2

)
(πx)

d
2

J d
2
(2πx).

If x ⩾ d, then we can estimate J d
2

by 1 and use (1.5.1) to get

∣∣xm′(x)
∣∣ ⩽ 2Γ

(
d+1
2

)
π

d−1
2 d

d
2
−1

⩽ 2
√
2πd(2πe)−

d
2 e

1
6(d+1) ⩽ 3.

Otherwise, when x < d, we use Lemma 2.2.2 which yields

∣∣xm′(x)
∣∣ ⩽ x

2
√
πΓ
(
d+1
2

)
(πx)

d
2

2100
√
2 (2πx)

d
2

2
d
2Γ
(
d+1
2

)√
dπ

(
e
− 2

√
2πx√
d + e−

d
10

)

= 4200
√
2
x√
d

(
e
− 2

√
2πx√
d + e−

d
10

)
⩽

2100

π
+

4200
√
10√

e
⩽ 104.

2.3 Square function estimates

Having established the technical results regarding the multiplier m, we move on to the
proof of Theorem 2.1.4. We estimate M∗ as follows

M∗f = sup
t>0

∣∣M tf
∣∣ ⩽ sup

n∈Z

∣∣M2nf
∣∣+(∑

n∈Z
sup

t∈[2n,2n+1]

∣∣M tf −M2nf
∣∣2)1/2

. (2.3.1)

To bound the first part, we compare it with the maximal function of the Poisson semigroup

sup
n∈Z

∣∣M2nf
∣∣ ⩽ sup

n∈Z

∣∣M2nf − P2nf
∣∣+ |P∗f |. (2.3.2)

Since by (2.0.6) the norm of P∗ is bounded on L2 by 4, to estimate the first term in (2.3.1) it
is enough to take care of the first term in (2.3.2).
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Theorem 2.3.1. For every f ∈ L2 we have∥∥∥∥sup
n∈Z

∣∣M2nf
∣∣∥∥∥∥

2

⩽ 1.3 · 105∥f∥2.

Proof. As noted above in order to prove the theorem it is enough to show that∥∥∥∥sup
n∈Z

∣∣M2nf − P2nf
∣∣∥∥∥∥

2

⩽ 1.2 · 105∥f∥2.

Estimating the supremum by the sum and using Plancherel’s theorem we arrive at∥∥∥∥sup
n∈Z

∣∣M2nf − P2nf
∣∣∥∥∥∥2

2

⩽
∑
n∈Z

∥∥M2nf − P2nf
∥∥2
2
=
∑
n∈Z

∥∥∥M̂2nf − P̂2nf
∥∥∥2
2
.

Recall that the multiplier symbol associated with M t is m(t|ξ|) by (2.1.10) and the one of the

Poisson semigroup Pt is e−t
|ξ|√
d by its definition (2.0.5). Combining these facts leads to

∑
n∈Z

∥∥∥M̂2nf − P̂2nf
∥∥∥2
2
=
∑
n∈Z

∥∥∥∥(m(2n|ξ|)− e
−2n

|ξ|√
d

)
f̂

∥∥∥∥2
2

. (2.3.3)

Now we need to estimate the expression inside the norm. We split the analysis into two cases
in order to use Lemma 2.2.1 and Lemma 2.2.3. First assume that 2n|ξ| ⩽

√
d. Then by

Lemma 2.2.1 and the fact that 1− e−x ⩽ x we have∣∣∣∣m(2n|ξ|)− e
−2n

|ξ|√
d

∣∣∣∣ ⩽ |m(2n|ξ|)− 1|+
∣∣∣∣e−2n

|ξ|√
d − 1

∣∣∣∣ ⩽ 21
2n|ξ|√
d
. (2.3.4)

If, on the other hand, 2n|ξ| ⩾
√
d, then we use Lemma 2.2.3 and the fact that e−x ⩽ 1

x for
x > 0 to get ∣∣∣∣m(2n|ξ|)− e

−2n
|ξ|√
d

∣∣∣∣ ⩽ 6 · 104
√
d

2n|ξ|
. (2.3.5)

Combining (2.3.4) and (2.3.5) gives∣∣∣∣m(2n|ξ|)− e
−2n

|ξ|√
d

∣∣∣∣ ⩽ 6 · 104min

(
2n|ξ|√
d
,

(
2n|ξ|√
d

)−1
)
.

Squaring, summing over n ∈ Z, and using the fact that for any x > 0 we have∑
n∈Z

min
(
4nx, (4nx)−1

)
⩽ 4

leads to ∑
n∈Z

∣∣∣∣m(2n|ξ|)− e
−2n

|ξ|√
d

∣∣∣∣2 ⩽ 4 · (6 · 104)2, ξ ∈ Rd.

Plugging the inequality above into (2.3.3) finally gives

∑
n∈Z

∥∥∥∥(m(2n|ξ|)− e
−2n

|ξ|√
d

)
f̂

∥∥∥∥2
2

⩽ (1.2 · 105)2
∥∥∥f̂∥∥∥2

2
= (1.2 · 105)2∥f∥22.

This completes the proof of Theorem 2.3.1.
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Now we estimate the norm of the second term in (2.3.1).

Theorem 2.3.2. For every f ∈ S we have∥∥∥∥∥∥
(∑

n∈Z
sup

t∈[2n,2n+1]

∣∣M tf −M2nf
∣∣2)1/2

∥∥∥∥∥∥
2

⩽ 1.7 · 108∥f∥2.

Proof. Since f ∈ S, we see that for each x ∈ Rd the function t 7→ M tf(x) is continuous.
Hence, an application of the numerical inequality (2.0.4) is legitimate. Using this inequality,
the resolution of identity (2.0.7) given by Sn, and the triangle inequality on the space L2(ℓ2)

we obtain∥∥∥∥∥∥
(∑

n∈Z
sup

t∈[2n,2n+1]

∣∣M tf −M2nf
∣∣2)1/2

∥∥∥∥∥∥
2

⩽
√
2

∞∑
l=0

∑
k∈Z

∥∥∥∥∥∥∥
∑

n∈Z

2l−1∑
m=0

∣∣∣(M2n+2n−l(m+1) −M2n+2n−lm
)
Sk+nf

∣∣∣2
1/2

∥∥∥∥∥∥∥
2

. (2.3.6)

Then we estimate the norm in the above expression in two ways.
Similarly to the previous proof, by Plancherel’s theorem we have∥∥∥∥∥∥∥

∑
n∈Z

2l−1∑
m=0

∣∣∣(M2n+2n−l(m+1) −M2n+2n−lm
)
Sk+nf

∣∣∣2
1/2

∥∥∥∥∥∥∥
2

2

=
∑
n∈Z

2l−1∑
m=0

∥∥∥∥(m((2n + 2n−l(m+ 1))|ξ|
)
−m

(
(2n + 2n−lm)|ξ|

))
·
(
e
−2n+k |ξ|√

d − e
−2n+k−1 |ξ|√

d

)
f̂

∥∥∥∥2
2

We estimate the first factor in the norm using Lemmas 2.2.1 and 2.2.3

∣∣∣m((2n + 2n−l(m+ 1))|ξ|
)
−m

(
(2n + 2n−lm)|ξ|

)∣∣∣ ⩽ 3 · 105min

(
2n|ξ|√
d
,

(
2n|ξ|√
d

)−1
)

and the second one by∣∣∣∣e−2n+k |ξ|√
d − e

−2n+k−1 |ξ|√
d

∣∣∣∣ ⩽ 3min

(
2n+k|ξ|√

d
,

(
2n+k|ξ|√

d

)−1
)
.

The product of the right-hand sides of the two inequalities above can be further estimated by
106 · 2−|k|, which gives∥∥∥∥∥∥∥
∑

n∈Z

2l−1∑
m=0

∣∣∣(M2n+2n−l(m+1) −M2n+2n−lm
)
Sk+nf

∣∣∣2
1/2

∥∥∥∥∥∥∥
2

2

⩽ 1012 · 2−|k|2l
∫
Rd

∑
n∈Z

min

(
2n|ξ|√
d
,

(
2n|ξ|√
d

)−1
)∣∣∣f̂(ξ)∣∣∣2 dξ ⩽ (2 · 106)22−|k|2l∥f∥22. (2.3.7)
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For the second way of estimating (2.3.6) note that Lemma 2.2.4 implies∣∣∣m((2n + 2n−l(m+ 1))|ξ|
)
−m

(
(2n + 2n−lm)|ξ|

)∣∣∣
⩽
∫ 2n+2n−l(m+1)

2n+2n−lm

∣∣t|ξ|m′(t|ξ|)
∣∣dt
t

⩽ 104 · 2−l.

We use the above inequality, Plancherel’s theorem and (2.0.8) to continue (2.3.6) as follows∥∥∥∥∥∥∥
∑

n∈Z

2l−1∑
m=0

∣∣∣(M2n+2n−l(m+1) −M2n+2n−lm
)
Sk+nf

∣∣∣2
1/2

∥∥∥∥∥∥∥
2

2

⩽ 108 · 2−l
∑
n∈Z

∥Sk+nf∥22 ⩽ 108 · 2−l∥f∥22. (2.3.8)

Putting (2.3.7) and (2.3.8) together we reach∥∥∥∥∥∥
(∑

n∈Z
sup

t∈[2n,2n+1]

∣∣M tf −M2nf
∣∣2)1/2

∥∥∥∥∥∥
2

⩽ 2 · 106
√
2

∞∑
l=0

∑
k∈Z

2−
l
2 min

(
1, 2l−

|k|
2

)
∥f∥2

⩽ 1.7 · 108∥f∥2.

The proof of Theorem 2.3.2 is completed.

In the light of (2.3.1), Theorem 2.3.1 and Theorem 2.3.2, the proof of Theorem 2.0.1 is
concluded.
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Chapter 3

Lp estimates for the higher order
maximal Riesz transform

In this chapter we employ the method of rotations in order to generalize the results of
Chapter 2 to higher order Riesz transforms and to Lp spaces for 1 < p <∞. First, we use the
real method of rotations to establish the estimates for odd order Riesz transforms and then
we use complex method of rotations, which is more involved and requires some additional
steps in the proof, to include also the case of even order Riesz transforms.

Fix a positive integer k and denote by Hk = Hd
k the space of spherical harmonics of

degree k on the Euclidean unit sphere Sd−1. Throughout the chapter we identify P ∈ Hk

with the corresponding solid spherical harmonic. Via this identification P ∈ Hk is a harmonic
polynomial on Rd which is homogeneous of degree k, i.e. satisfies P (x) = |x|kP (x/|x|), x ∈ Rd.

For P ∈ Hk the Riesz transform R = RP is defined by the kernel

KP (x) = K(x) = γk
P (x)

|x|d+k
with γk =

Γ
(
k+d
2

)
πd/2Γ

(
k
2

) , (3.0.1)

more precisely,

RP f(x) = lim
t→0+

Rt
P f(x), where Rt

P f(x) = γk

∫
|x−y|>t

P (x− y)

|x− y|d+k
f(y) dy. (3.0.2)

The operator Rt
P is called the truncated Riesz transform. In the particular case of k = 1

and Pj(x) = xj the operators RPj , j = 1, . . . , d, coincide with the classical first order Riesz
transforms studied in Chapter 2. It is well known, see [46, p. 73], that the Fourier multiplier
associated with the Riesz transform RP equals

mP (ξ) = (−i)kP (ξ)
|ξ|k

, ξ ∈ Rd. (3.0.3)

By the above formula mP is bounded and Plancherel’s theorem implies the L2 boundedness
of RP . The Lp boundedness of the single Riesz transforms RP for 1 < p < ∞ follows from
the Calderón–Zygmund method of rotations [8].

Similarly to the previous chapter, the main object of investigation is the maximal Riesz
transform defined by

R∗
P f(x) = sup

t>0

∣∣Rt
P f(x)

∣∣.
27
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The research was inspired by results of Mateu, Orobitg, Pérez and Verdera [35], [36], who
proved the following result.

Theorem (Mateu, Orobitg, Pérez, Verdera, [35, 36]). For 1 < p < ∞ there is a constant
Cp,k,d depending on p, k and d such that

∥R∗
P f∥p ⩽ Cp,k,d∥RP f∥p.

In this chapter we improve the above theorem by estimating the constant Cp,k,d indepen-
dently of the dimension d. Our results are summarized in the following two theorems.

Theorem 3.0.1. Take p ∈ (1,∞) and let k be a non-negative integer. Let Pk be a subset of
Hk. Then there is a constant A(p, k) independent of the dimension d and such that∥∥∥∥∥∥∥

∑
P∈Pk

|R∗
P f |

2

1/2
∥∥∥∥∥∥∥
p

⩽ A(p, k)

∥∥∥∥∥∥∥
∑

P∈Pk

|RP f |2
1/2

∥∥∥∥∥∥∥
p

,

where f ∈ Lp. Moreover, for fixed k we have

A(p, k) = O(p5/2+k/2) as p→ ∞ and A(p, k) = O((p− 1)−5/2−k/2) as p→ 1.

This theorem is a generalization of Theorem 2.0.1 from Chapter 2 to higher order Riesz
transforms and to Lp spaces for 1 < p <∞. In particular, if Pk contains one element P , then
Theorem 3.0.1 immediately gives

∥R∗
P f∥p ⩽ A(p, k)∥RP f∥p.

In this case however, we can slightly improve the constant A(p, k).

Theorem 3.0.2. Take p ∈ (1,∞) and let k be a non-negative integer. Let P be a spherical
harmonic of degree k. Then there is a constant B(p, k) independent of the dimension d and
such that

∥R∗
P f∥p ⩽ B(p, k)∥RP f∥p,

where f ∈ Lp. Moreover, for fixed k we have

B(p, k) = O(p2+k/2) as p→ ∞ and B(p, k) = O((p− 1)−2−k/2) as p→ 1.

Combination of Theorem 3.0.1 and a result of Duoandikoetxea and Rubio de Francia [17,
Théorème 2] yields a generalization of Corollary 2.0.2. Denote by a(d, k) the dimension of Hk

and let {Yj}j=1,...,a(d,k) be an orthogonal basis of Hk normalized by the condition∫
Sd−1

|Yj(ω)|2 dω =
1

a(d, k)
,

where dω is the uniform probabilistic measure on Sd−1. Then we have
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Corollary 3.0.3. Take p ∈ (1,∞) and let k be a non-negative integer. Then there is a
constant G(p, k) independent of the dimension d and such that∥∥∥∥∥∥∥

a(d,k)∑
j=1

∣∣∣R∗
Yj
f
∣∣∣2
1/2

∥∥∥∥∥∥∥
p

⩽ G(p, k)∥f∥p,

where f ∈ Lp. Moreover, for fixed and odd k we have

G(p, k) = O(p7/2+k/2) as p→ ∞ and G(p, k) = O((p− 1)−7/2−k) as p→ 1

and for even k we have

G(p, k) = O(p9/2+k/2) as p→ ∞ and G(p, k) = O((p− 1)−9/2−k) as p→ 1.

Interestingly, we are not aware of any way of proving Corollary 3.0.3 which does not use
Theorem 3.0.1.

In the case of odd k the proof is simpler and consists of three steps

1. We factorize the operator Rt
P into Rt

P =M t
k(RP ).

2. We express the operator M t
k in terms of Riesz transforms as

M t
k = (−1)k

a(d,k)∑
j=1

Rt
Yj
RYj .

3. We use the real method of rotations to express M t
k in terms of the Hilbert transform

and we estimate the Lp(Rd) norm of M t
k.

In the case of general integer k we use the complex method of rotations, which requires
an additional step of extending the operators from Rd to Cd and then restricting them back
to Rd. The steps of the proof are as follows.

1. We factorize the operator Rt
P into Rt

P =M t
k(RP ).

2. We express the operator M t
k in terms of Riesz transforms as

M t
kf(x) = C(d, k)

∫
SO(d)

∑
j∈I

(Rt
Pj
RPjf)U (x) dµ(U). (3.0.4)

Note that in the even case we use Pj instead of Yj , since it is not clear to us whether
the functions Yj remain orthogonal after extension to Cd.

3. We extend the operator Rt =
∑

j∈I R
t
Pj
RPj on Rd to the operator R̃t on Cd and apply

the complex method of rotations of Iwaniec and Martin [26] in order to express R̃t in
terms of the complex Hilbert transform. Then we estimate the Lp(Cd) norm of operator
Rt.

4. We deduce the estimates for Rt from the estimates for R̃t.
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Before we move on to the proof, we establish some notation specific to this chapter.

1. The letters d and k stand for the dimension and for the order of the Riesz transforms,
respectively.

2. For k ∈ N we let D(k) be the linear span of {RP (f) : P ∈ Hk, f ∈ S}. Since RP is
bounded on Lp for 1 < p < ∞, the space D(k) is then a subspace of each of the Lp

spaces.

3. The symbol C∆ stands for a constant that possibly depends on ∆ > 0. We write C
without a subscript when the constant is universal in the sense that it may depend only
on k but not on the dimension d nor on any other quantity.

4. For two quantities X and Y we write X ≲∆ Y if X ⩽ C∆Y for some constant C∆ > 0

that depends only on ∆. We abbreviate X ≲ Y when C is a universal constant. We also
write X ≈ Y if both X ≲ Y and Y ≲ X hold simultaneously. By X ≲∆ Y we mean
that X ⩽ C∆Y with a universal constant C. Note that in this case X1/∆ ≲ Y 1/∆.

5. By ω we denote the uniform measure on Sd−1 normalized by the condition ω(Sd−1) = 1.

By σ we denote the uniform measure on Sd−1 normalized by the condition σ(Sd−1) =

Sd−1.

We write ζ for the uniform measure on S2d−1 normalized by the condition ζ(S2d−1) = 1.

We write θ for the uniform measure on S2d−1 normalized by the condition θ(S2d−1) = S2d−1.

6. We let

γk = γk,d :=
Γ
(
k+d
2

)
πd/2Γ

(
k
2

) and γ̃k = γk,2d =
Γ
(
d+ k

2

)
πdΓ

(
k
2

) . (3.0.5)

7. We will also need the following formula

2

∫ ∞

0

rd−1

(1 + r2)d+α
dr = B

(
d

2
,
d

2
+ α

)
=

Γ(d2)Γ(
d
2 + α)

Γ(d+ α)
, (3.0.6)

valid for α ⩾ 0. This follows from change of variables r2 → r followed by formulas for
Euler’s Beta function B(a, b) from [40, 5.12.1, 5.12.3].

3.1 Factorization

The goal of this section is to show that a factorization formula similar to the one used in
Chapter 2 exists also for higher order Riesz transforms Rt

P . Proposition below is implicit in
[35, Section 4] and [36, pp. 1435–1436].

Proposition 3.1.1. Let k ∈ N. Then there exists a family of operators M t
k, t > 0, which are

bounded on Lp, 1 < p <∞, and such that for all P ∈ Hk we have

Rt
P f =M t

k(RP f), (3.1.1)

where f ∈ Lp. Each M t
k is a convolution operator with a radial convolution kernel btk. More-

over, when P ∈ Hk and f ∈ S, then for a.e. x ∈ Rd the function t 7→ M t
k(RP f)(x) is

continuous on (0,∞).
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Proof. We consider separately the cases of k odd or even starting with k odd.
Let N = k−1

2 and denote by B the open Euclidean ball of radius 1 in Rd. Similarly to the
proof in [35, pp. 3674–3675], we want to show that the function

b(x) = bk,d(x) :=
d∑

j=1

Rj (yj · h(y)) (x), (3.1.2)

where
h(y) = cd

1

|y|d+1
1Bc(y) + (β1 + β2|y|2 + · · ·+ βN |y|2N−2)1B(y)

satisfies the formula
RP (b)(x) = KP (x)1Bc(x). (3.1.3)

Here β1, . . . , βN and cd are constants which depend only on k and d and whose exact values are
irrelevant for our considerations, and KP , RP are defined in (3.0.1), (3.0.2), respectively, and
Rj is the j-th first-order Riesz transform. The important point is that (3.1.3) remains true
for any P ∈ Hk. We provide a sketch of the proof of (3.1.3) contained in [35, pp. 3674–3675]
for the reader’s convenience.

Throughout the proof C stands for any constant depending only on k and d. Consider
the fundamental solution of (−∆)1/2∆N , that is, a function E such that

(−∆)1/2∆NE = δ,

where δ is the Dirac delta at the origin. One can take E as a solution of

∆NE =
C

|x|d−1
,

where the constant C is chosen so that Ĉ
|x|d−1 (ξ) =

1
|ξ| . Consider the function

φ(x) = E(x)1Bc(x) +
(
A0 +A1|x|2 + · · ·+A2N |x|4N

)
1B(x),

where the constants A0, A1, . . . , A2N are chosen so that the derivatives of φ up to order 2N

extend continuously to the boundary of B. Then, in computing the distributional derivatives
of φ, one can apply 2N + 1 times the Green–Stokes’ theorem and the boundary terms will
vanish. This yields

(−∆)1/2∆Nφ(x) = (−∆)1/2

(
C

|x|d−1
1Bc(x) +

(
α0 + α1|x|2 + · · ·+ αN |x|2N

)
1B(x)

)

=
d∑

j=1

Rj

(
C

xj

|x|d+1
1Bc(x) + xj

(
β1 + β2|x|2 + · · ·+ βN |x|2N−2

)
1B(x)

)
=: b(x),

where the last identity is the definition of b. Since

φ = E ∗ (−∆)1/2∆Nφ,

taking derivatives of both sides we obtain

P (∂)φ = P (∂)E ∗ (−∆)1/2∆Nφ.
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To compute P (∂)E we take the Fourier transform

P̂ (∂)E(ξ) = P (2πiξ)Ê(ξ) = C
P (ξ)

|ξ|k
.

On the other hand, it is well known, see [46, p. 73], that

P̂ (x)

|x|d+k
(ξ) = C

P (ξ)

|ξ|k
.

We conclude that we have
P (∂)E(x) = C

P (x)

|x|d+k
.

Thus
P (∂)φ = C

P (x)

|x|d+k
∗ (−∆)1/2∆Nφ = CRP (b).

The only thing left is the computation of P (∂)φ. We have, by [36, Corollary 2], that

P (∂)φ = CKP (x)1Bc(x) + P (∂)
(
A0 +A1|x|2 + · · ·+Ak−1|x|2k−2

)
1B(x)

To finish the proof, we need to show that

P (∂)(|x|2j) = 0, for 1 ⩽ j ⩽ k − 1, (3.1.4)

which will let us write
CRP (b) = P (∂)φ = CKP1Bc .

Taking the Fourier transform of both sides of (3.1.4) gives

̂P (∂)(|x|2j) = cjP (ξ)∆
jδ,

where cj is a constant depending on j and d. Let ψ be a test function. Then, since P is
harmonic, we get 〈

P∆jδ, ψ
〉
=
〈
∆jδ, Pψ

〉
=
〈
∆j−1δ, 2∇P · ∇ψ + P∆ψ

〉
.

Iterating this computation we obtain〈
P∆jδ, ψ

〉
= ⟨δ,D⟩ = D(0),

where D is a linear combination of products of the form ∂αψ · ∂βP with multi-indices β
of length |β| ⩽ j ⩽ d − 1. Therefore ∂βP is a homogeneous polynomial of degree at least
d − j ⩾ 1, and so ∂βP (0) = 0. This yields D(0) = 0 and completes the proof of (3.1.4) and
(3.1.3).

Denote by H the radial profile of the Fourier transform of h, i.e. H(|ξ|) = ĥ(ξ) for ξ ∈ Rd.
By taking the Fourier transform of (3.1.2) it is straightforward to see that b is a radial function.
This follows since the multiplier symbol of Rj is −i ξj|ξ| and

̂(yjh(y))(ξ) =
ξj

−2πi|ξ|
H ′(|ξ|),

40:69010



3.1. FACTORIZATION 33

so that

Fb(ξ) =
d∑

j=1

ξ2j

2π|ξ|2
·H ′(|ξ|) = 1

2π
H ′(|ξ|)

is indeed radial and so is b.
Let bt(x) = btk(x) := t−db(xt ) be the L1 dilation of b; clearly bt is still radial. The dilation

invariance of RP together with (3.1.3) leads us to the expression

KP (x)1Bc(xt ) = RP (b
t)(x). (3.1.5)

Let M t
k be the convolution operator

M t
kf(x) = bt ∗ f(x).

It follows from [35, Section 4] that M t
k is bounded on Lp spaces whenever 1 < p < ∞.

Moreover, in view of (3.1.5) we see that

Rt
P f = RP (b

t) ∗ f = bt ∗RP (f) =M t
k(RP f).

Finally, for f ∈ S, P ∈ Hk, and x ∈ Rd the mapping t 7→ Rt
P f(x) is continuous on (0,∞).

Thus, also M t
k(RP f)(x) is a continuous function of t > 0 for a.e. x. This completes the proof

of the proposition in the case when k is odd.
It remains to consider k even. Denote N = k

2 . Then, as in the odd case, we show that
that the function

b(x) = bk,d(x) := (α0 + α1|x|2 + · · ·+ αN−1|x|2(N−1))1B(x)

satisfies the formula
RP (b)(x) = KP (x)1Bc(x). (3.1.6)

Here α1, . . . , αN−1 are constants which depend only on k and d and whose exact value is
irrelevant for our considerations. As in the case of odd k, the important point is that (3.1.6)
remains true for any P ∈ Hk.

The proof of (3.1.6) is similar to the proof of (3.1.3) except that we start with the fun-
damental solution of ∆N instead of (−∆)1/2∆N . The result is that the function b does not
feature Riesz transforms Rj . Details can be found in [36, pp. 1435–1436].

Using (3.1.6) we proceed as in the proof in the case when k is odd. Let bt(x) = btk(x) :=

t−db(xt ) be the L1 dilation of b. Since b is clearly radial the same is true of bt. Let M t
k be the

convolution operator
M t

kf(x) = bt ∗ f(x).

It follows from [36, Section 2] that M t
k is bounded on Lp spaces whenever 1 < p < ∞.

Moreover, in view of (3.1.6) we see that

Rt
P f = RP (b

t) ∗ f = bt ∗RP (f) =M t
k(RP f).

Moreover, for f ∈ S, P ∈ Hk, and x ∈ Rd the mapping t 7→ Rt
P f(x) is continuous on (0,∞)

and therefore so is t 7→M t
k(RP f)(x). This completes the proof of the proposition.
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As a corollary of Proposition 3.1.1 we see that in order to justify Theorems 3.0.1 and 3.0.2 it
suffices to control vector- and scalar-valued maximal functions corresponding to the operators
M t

k. Note that by Proposition 3.1.1 for f ∈ D(k) we have

sup
t>0

∣∣M t
kf(x)

∣∣ = sup
t∈Q+

∣∣M t
kf(x)

∣∣.
In particular supt>0

∣∣M t
kf(x)

∣∣ is measurable for such f , although possibly being infinite for
some x. Define

M∗f(x) = sup
t∈Q+

∣∣M t
kf(x)

∣∣. (3.1.7)

Proposition 3.1.1 reduces our task to proving the following two theorems.

Theorem 3.1.2. Fix k ∈ N. For each p ∈ (1,∞) there is a constant A(p, k) independent of
the dimension d and such that for any S ∈ N we have∥∥∥∥∥∥

(
S∑

s=1

|M∗fs|2
)1/2

∥∥∥∥∥∥
p

⩽ A(p, k)

∥∥∥∥∥∥
(

S∑
s=1

|fs|2
)1/2

∥∥∥∥∥∥
p

,

where f1, . . . , fS ∈ Lp. Furthermore A(p, k) satisfies A(p, k) ≲k (p∗)5/2+k/2.

Theorem 3.1.3. Fix k ∈ N. For each p ∈ (1,∞) there is a constant B(p, k) independent of
the dimension d and such that

∥M∗f∥p ⩽ B(p, k)∥f∥p,

whenever f ∈ Lp. Moreover B(p, k) satisfies B(p, k) ≲k (p∗)2+k/2.

At this point the proof splits into the odd k case and the general case. We first deal with
odd k, however the proofs are independent and the reader may wish to skip directly to Section
3.3 where the general case begins.

Until the end of Section 3.2 k is a fixed odd integer. In proving the above theorems we
shall need a useful expression for M t

k. The next two propositions let us express M t
k in terms

of the Riesz transforms and truncated Riesz transforms.
In what follows we denote by a(d, k) the dimension of Hk. For further reference we recall

the formula
dimHk = a(d, k) =

(
d+ k − 1

k

)
−
(
d+ k − 3

k − 2

)
≈ dk.

We will also need an orthogonal basis {Yj}j=1,...,a(d,k) of the space Hk normalized by the
condition ∫

Sd−1

|Yj(ω)|2 dω =
1

a(d, k)
≈ d−k. (3.1.8)

Lemma 3.1.4. Let {Yj}j=1,...,a(d,k) be as above. Then we have

f = (−1)k
a(d,k)∑
j=1

(RYj )
2f, f ∈ L2. (3.1.9)
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Proof. Let Ỹj =
(
a(d,k)
Sd−1

)1/2
Yj so that

∫
Sd−1 |Ỹj(σ)|2 dσ = 1, where dσ denotes the uniform

measure on Sd−1 normalized by the condition σ(Sd−1) = Sd−1. Using [48, Corollary 2.9 b),
p. 144] we see that for all θ ∈ Sd−1 it holds

a(d,k)∑
j=1

Ỹj(θ)
2 =

a(d, k)

Sd−1
, so that

a(d,k)∑
j=1

Yj(θ)
2 = 1. (3.1.10)

Taking the Fourier transform of both sides of (3.1.9) and using the formula (3.0.3) we are left
with showing that

a(d,k)∑
j=1

Yj(ξ)
2 = |ξ|2k, ξ ∈ Rd.

The above equality follows from (3.1.10) and the homogeneity Yj(ξ) = |ξ|k · Yj(ξ/|ξ|). This
completes the proof of the lemma.

Proposition 3.1.5. Let k ∈ Nodd and t > 0 and take the basis {Yj}a(d,k)j=1 normalized as in
(3.1.8). Then, for all f ∈ Lp, 1 < p <∞, we have

M t
kf = (−1)k

a(d,k)∑
j=1

Rt
Yj
RYjf. (3.1.11)

Proof. We apply Proposition 3.1.1 to the functions RYjf , f ∈ Lp, and then sum over j =

1, . . . , a(d, k). This gives

M t
k

a(d,k)∑
j=1

(RYj )
2f =

a(d,k)∑
j=1

Rt
Yj
RYjf,

and together with Lemma 3.1.4 completes the proof of the proposition.

3.2 The real method of rotations

In this section we apply the method of rotations to the Riesz transforms Rt
Yj

in order to
express them in terms of the Hilbert transform, which is a one-dimensional operator, hence
giving us a dimension-free estimate for the Riesz transforms.

We apply the method of rotations, specifically [22, 5.2.20], to the operator Rt
Yj

with
the kernel KYj1|x|⩾t. Since the kernel is odd, the application of the method of rotations is
legitimate. It yields

Rt
Yj
f(x) =

πγk
2

∫
Sd−1

Yj(σ)H
t
σf(x) dσ, (3.2.1)

where Ht
σ is the truncated directional Hilbert transform given by

Ht
σf(x) =

1

π

∫
|y|>t

f(x− yσ)

y
dy.

In terms of the normalized surface measure dω equality (3.2.1) becomes

Rt
Yj
f(x) =

πΓ
(
k+d
2

)
Γ
(
k
2

)
Γ
(
d
2

) ∫
Sd−1

Yj(ω)H
t
ωf(x) dω (3.2.2)
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and the limiting case of (3.2.2) is then

RYjf(x) =
πΓ
(
k+d
2

)
Γ
(
k
2

)
Γ
(
d
2

) ∫
Sd−1

Yj(ω)Hωf(x) dω, (3.2.3)

where Hω is the directional Hilbert transform given by

Hωf(x) = lim
t→0+

Ht
ωf(x).

For further reference we note that when k is fixed then

πΓ
(
k+d
2

)
Γ
(
k
2

)
Γ
(
d
2

) ≈ dk/2. (3.2.4)

Proposition 3.1.5 and identity (3.2.2) let us express the operator M t
k in terms of the

directional Hilbert transform and the Riesz transform in the following way

M t
kf(x) = (−1)k

a(d,k)∑
j=1

Rt
Yj
RYjf(x) = (−1)k

πΓ
(
k+d
2

)
Γ
(
k
2

)
Γ
(
d
2

) ∫
Sd−1

Ht
ω

a(d,k)∑
j=1

Yj(ω)RYjf

 (x) dω

(3.2.5)
From (3.2.5) we can see that in order to estimate the operator M∗

k we need to estimate
the maximal directional Hilbert transform H∗

ω and the Riesz transforms RYj . The estimates
are summarized in the two following propositions.

Proposition 3.2.1. For each 1 < p <∞ and f1, . . . , fS ∈ Lp we have∥∥∥∥∥∥
(

S∑
s=1

|H∗
ωfs|

2

)1/2
∥∥∥∥∥∥
p

≲ p∗

∥∥∥∥∥∥
(

S∑
s=1

|fs|2
)1/2

∥∥∥∥∥∥
p

(3.2.6)

uniformly in ω ∈ Sd−1 and the dimension d.

Proposition 3.2.2. Fix k ∈ Nodd. Then for each 1 < p <∞ and f, f1, . . . , fS ∈ Lp we have∥∥∥∥∥∥∥
 S∑

s=1

a(d,k)∑
j=1

∣∣RYjfs
∣∣21/2

∥∥∥∥∥∥∥
p

≲k p
∗p1/2q

k+1
2

∥∥∥∥∥∥
(

S∑
s=1

|fs|2
)1/2

∥∥∥∥∥∥
p

, (3.2.7)

∥∥∥∥∥∥∥
a(d,k)∑

j=1

∣∣RYjf
∣∣21/2

∥∥∥∥∥∥∥
p

≲k p
∗qk/2∥f∥p, (3.2.8)

uniformly in the dimension d.

We begin with the proof of Proposition 3.2.1.

Proof of Proposition 3.2.1. First we will reduce the inequality to its one-dimensional case.
Assume that we have proved the following inequality∥∥∥∥∥∥

(
S∑

s=1

|H∗fs|2
)1/2

∥∥∥∥∥∥
Lp(R)

≲ p∗

∥∥∥∥∥∥
(

S∑
s=1

|fs|2
)1/2

∥∥∥∥∥∥
Lp(R)

, (3.2.9)
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where H∗ is the one-dimensional maximal Hilbert transform, i.e.

H∗f(x) = sup
t>0

∣∣∣∣∣ 1π
∫
|y|>t

f(x− y)

y
dy

∣∣∣∣∣, f ∈ Lp(R), (3.2.10)

and f1, . . . , fS ∈ Lp(R). We want to show that (3.2.9) implies (3.2.6).
Observe that for any A ∈ SO(d) and F ∈ Lp(Rd) we have

H∗
Ae1F (x) = sup

t>0

∣∣∣∣∣ 1π
∫
|y|>t

F (x− y ·Ae1)
y

dy

∣∣∣∣∣
= sup

t>0

∣∣∣∣∣ 1π
∫
|y|>t

(F ◦A)(A−1x− ye1)

y
dy

∣∣∣∣∣ = H∗
e1(F ◦A)(A−1x),

where e1 = (1, 0, . . . , 0) ∈ Rd. This means that in order to prove (3.2.6) we only need to show
the following inequality∥∥∥∥∥∥

(
S∑

s=1

∣∣H∗
e1Fs

∣∣2)1/2
∥∥∥∥∥∥
Lp(Rd)

≲ p∗

∥∥∥∥∥∥
(

S∑
s=1

|Fs|2
)1/2

∥∥∥∥∥∥
Lp(Rd)

, (3.2.11)

where F1, . . . , Fs ∈ Lp(Rd). Indeed, assume that (3.2.11) holds and take any ω ∈ Sd−1 and
A ∈ SO(d) such that ω = Ae1. Then∥∥∥∥∥∥

(
S∑

s=1

|H∗
ωFs|2

)1/2
∥∥∥∥∥∥
p

Lp(Rd)

=

∫
Rd

(
S∑

s=1

∣∣H∗
Ae1Fs(x)

∣∣2)p/2

dx

=

∫
Rd

(
S∑

s=1

∣∣H∗
e1(Fs ◦A)(A−1x)

∣∣2)p/2

dx

=

∫
Rd

(
S∑

s=1

∣∣H∗
e1(Fs ◦A)(x)

∣∣2)p/2

dx

≲ p∗

∥∥∥∥∥∥
(

S∑
s=1

|Fs ◦A|2
)1/2

∥∥∥∥∥∥
p

Lp(Rd)

= p∗

∥∥∥∥∥∥
(

S∑
s=1

|Fs|2
)1/2

∥∥∥∥∥∥
p

Lp(Rd)

,

which is exactly (3.2.6). Now we need to prove (3.2.11). For x = (x1, x2, . . . , xd) ∈ Rd denote
x′1 = (x2, . . . , xd) ∈ Rd−1. Then∥∥∥∥∥∥

(
S∑

s=1

∣∣H∗
e1Fs

∣∣2)1/2
∥∥∥∥∥∥
p

Lp(Rd)

=

∫
Rd

(
S∑

s=1

∣∣H∗
e1Fs(x)

∣∣2)p/2

dx

=

∫
Rd−1

∫
R

 S∑
s=1

sup
t>0

∣∣∣∣∣ 1π
∫
|y|>t

Fs(x1 − y, x2, . . . , xd)

y
dy

∣∣∣∣∣
2
p/2

dx1 dx
′
1

≲ p∗
∫
Rd−1

∫
R

(
S∑

s=1

|Fs(x1, . . . , xd)|2
)p/2

dx1 dx
′
1 = p∗

∥∥∥∥∥∥
(

S∑
s=1

|Fs|2
)1/2

∥∥∥∥∥∥
p

Lp(Rd)

.
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In the inequality we used (3.2.9) with fs(z) = Fs(z, x2, . . . , xd). Thus, we have shown that
(3.2.9) implies (3.2.6) and hence we can focus on proving (3.2.6).

We split the operator H∗ defined in (3.2.10) into two parts. To this end let φ : R → R
be a smooth even function satisfying φ(x) = 1 for |x| < 2, φ(x) = 0 for |x| > 4. Define
φt(x) = φ(x/t) and let

χt(x) =
1

πx
1|x|>t(x)

be the kernel of Ht. Then

H∗f(x) ⩽ sup
t>0

|(φtχt ∗ f)(x)|+ sup
t>0

|((1− φt)χt ∗ f) (x)|

=: H∗
φf(x) +H∗

1−φf(x)

≲ Mf(x) +H∗
1−φf(x),

where M denotes the Hardy–Littlewood maximal operator on R. Since [22, Theorem 5.6.6]
gives us vector-valued estimates for M we get∥∥∥∥∥∥

(
S∑

s=1

∣∣H∗
φfs
∣∣2)1/2

∥∥∥∥∥∥
Lp(R)

≲ p∗

∥∥∥∥∥∥
(

S∑
s=1

|fs|2
)1/2

∥∥∥∥∥∥
Lp(R)

.

The remaining ingredient is to prove∥∥∥∥∥∥
(

S∑
s=1

∣∣H∗
1−φfs

∣∣2)1/2
∥∥∥∥∥∥
Lp(R)

≲ p∗

∥∥∥∥∥∥
(

S∑
s=1

|fs|2
)1/2

∥∥∥∥∥∥
Lp(R)

. (3.2.12)

We will apply [22, Theorem 5.6.1] with

B1 = ℓ2 ({1, . . . , S}) and B2 = ℓ2 ({1, . . . , S};L∞(Q+))

and
K⃗(x)(u) = ((1− φt)χt(x) · u1, . . . , (1− φt)χt(x) · uS) ∈ B2 (3.2.13)

for any sequence u = (us)
S
s=1 ∈ B1. Then, taking es = (0, . . . , 1, . . . , 0), with 1 on the s-th

coordinate, we see that the operator T⃗ defined in [22, 5.6.4] satisfies

T⃗

(
S∑

s=1

fses

)
(z) =

(
Ht

1−φf1(x), . . . ,H
t
1−φfS(x)

)
(3.2.14)

and ∥∥∥∥∥T⃗
(

S∑
s=1

fses

)
(x)

∥∥∥∥∥
B2

=

(
S∑

s=1

∣∣H∗
1−φfs(x)

∣∣2)1/2

for any sequence (fs)
S
s=1 of smooth functions that vanish at infinity. In order to use [22,

Theorem 5.6.1] we need to verify conditions (5.6.1), (5.6.2) and (5.6.3) from [22] and check
that T⃗ is bounded from L2(R,B1) to L2(R,B2).

Condition (5.6.1) is a straightforward consequence of (3.2.13). It is also not hard to verify
that

∫
ε⩽|x|⩽1 K⃗(x) dx = 0, so that condition (5.6.3) is satisfied with K⃗0 = 0.
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We shall now justify (5.6.2). Denote φ̃t := 1− φt and gt = φ̃tχt so that

gt(x) =
φ̃t(x)

πx
.

Since ∥∥∥K⃗(x− y)− K⃗(x)
∥∥∥
B1→B2

= sup
t>0

|gt(x− y)− gt(x)|,

we have ∥∥∥K⃗(x− y)− K⃗(x)
∥∥∥
B1→B2

=
1

π
sup
t>0

∣∣∣∣ φ̃t(x− y)

x− y
− φ̃t(x)

x

∣∣∣∣
⩽

1

π
sup
t>0

∣∣∣∣ φ̃t(x− y)− φ̃t(x)

x− y

∣∣∣∣+ 1

π
sup
t>0

∣∣∣∣φ̃t(x)

(
1

x− y
− 1

x

)∣∣∣∣. (3.2.15)

Hence, the proof of (5.6.2) boils down to estimating the two terms in (3.2.15) under
the assumption |x| ⩾ 2|y|. We begin with the first term. Since |x| ⩾ 2|y| we have |x| ≈
|x− y|. Hence, in order for the expression inside the absolute value to be nonzero, t has to
be comparable to |x| and |x− y|. In that case, using the smoothness of φ we obtain∣∣∣∣ φ̃t(x− y)− φ̃t(x)

x− y

∣∣∣∣ ≲ |y|
t

1

|x− y|
≈ |y|

|x||x− y|
≈ |y|

|x|2

In the second term of (3.2.15) we omit φ̃t and get∣∣∣∣ 1

x− y
− 1

x

∣∣∣∣ = |y|
|x||x− y|

≈ |y|
|x|2

.

This means that we have proved that∥∥∥K⃗(x− y)− K⃗(x)
∥∥∥
B1→B2

≲
|y|
|x|2

for |x| ⩾ 2|y|. Integrating this yields∫
|x|⩾2|y|

∥∥∥K⃗(x− y)− K⃗(x)
∥∥∥
B1→B2

dx ≲ |y|
∫
|x|⩾2|y|

1

|x|2
dx ≈ 1

so that condition (5.6.2) is satisfied.
It remains to justify the boundedness of T⃗ from L2(R,B1) to L2(R,B2). We have the

pointwise bound
H∗

1−φf(x) ≲ Mf(x) +H∗f(x).

Therefore the desired L2 boundedness of T⃗ is a consequence of (3.2.14) and the L2(R) bound-
edness of H∗. This allows us to use [22, Theorem 5.6.1] and completes the proof of (3.2.12)
and hence also the proof of Proposition 3.2.1.

Before we move on to the estimates for the Riesz transforms RYj , it will be convenient to
state explicitly [17, Lemme, p. 195] for later reference.

Lemma 3.2.3. For P ∈ Hk and q ∈ [1,∞) we have(∫
Sd−1

|P (ω)|q dω
)1/q

⩽ qk/2
(∫

Sd−1

|P (ω)|2 dω
)1/2

.
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Recall the the functions Yj form an orthogonal basis of the space Hk normalized by the
condition ∫

Sd−1

|Yj(ω)|2 dω =
1

a(d, k)
≈ d−k.

We justify (3.2.7) and (3.2.8) separately, starting with the latter.

Proof of (3.2.8). Take numbers λj(x, f) = λj(x), j = 1, . . . , a(d, k), such thata(d,k)∑
j=1

∣∣RYjf(x)
∣∣21/2

=

a(d,k)∑
j=1

λj(x)RYjf(x),

a(d,k)∑
j=1

λ2j (x) = 1.

Using (3.2.3) and (3.2.4) followed by Hölder’s inequality we obtain∥∥∥∥∥∥∥
a(d,k)∑

j=1

∣∣RYjf
∣∣21/2

∥∥∥∥∥∥∥
p

p

=

∫
Rd

∣∣∣∣∣∣
a(d,k)∑
j=1

λj(x)RYjf(x)

∣∣∣∣∣∣
p

dx

≲p dkp/2
∫
Rd

∣∣∣∣∣∣
∫
Sd−1

a(d,k)∑
j=1

λj(x)Yj(ω)Hωf(x) dω

∣∣∣∣∣∣
p

dx

⩽ dkp/2
∫
Rd

∫
Sd−1

∣∣∣∣∣∣
a(d,k)∑
j=1

λj(x)Yj(ω)

∣∣∣∣∣∣
q

dω

p/q ∫
Sd−1

|Hωf(x)|p dω dx. (3.2.16)

Now we deal with the first inner integral in (3.2.16). Since Yj ∈ Hd
k for j = 1, . . . , a(d, k),

for fixed x the function ω 7→
∑a(d,k)

j=1 Yj(ω)λj(x) also belongs to Hd
k. Using Lemma 3.2.3,

orthogonality of the functions Yj , j = 1, . . . , a(d, k), condition (3.1.8), and the formula∑a(d,k)
j=1 λ2j (x) = 1 we get∫

Sd−1

∣∣∣∣∣∣
a(d,k)∑
j=1

λj(x)Yj(ω)

∣∣∣∣∣∣
q

dω

1/q

≲ qk/2

∫
Sd−1

∣∣∣∣∣∣
a(d,k)∑
j=1

λj(x)Yj(ω)

∣∣∣∣∣∣
2

dω

1/2

= qk/2

∫
Sd−1

a(d,k)∑
j=1

λ2j (x)Yj(ω)
2 dω

1/2

≲ qk/2

d−k

a(d,k)∑
j=1

λ2j (x)

1/2

⩽ qk/2d−k/2.

(3.2.17)

Applying (3.2.17) and coming back to (3.2.16) we obtain∥∥∥∥∥∥∥
a(d,k)∑

j=1

∣∣RYjf
∣∣21/2

∥∥∥∥∥∥∥
p

≲ qk/2
(∫

Sd−1

∥Hωf∥pp dω
)1/p

.

Now Proposition 3.2.1 completes the proof of (3.2.8).

We are now ready to prove (3.2.7). This is similar to the proof of (3.2.8) with an addition
of Khintchine’s inequalities. For s = 1, 2, . . . we let {rs} be the Rademacher functions, see [22,
Appendix C]. These form an orthonormal set in L2([0, 1]). Moreover we have Khintchine’s
inequalities ([22, Appendix C.2])∥∥∥∥∥∥

∞∑
j=1

ajrj

∥∥∥∥∥∥
Lp([0,1])

≲ p
1
2

 ∞∑
j=1

|aj |2
1/2

(3.2.18)

48:10181



3.2. THE REAL METHOD OF ROTATIONS 41

and  ∞∑
j=1

|aj |2
1/2

≲

∥∥∥∥∥∥
∞∑
j=1

ajrj

∥∥∥∥∥∥
Lp([0,1])

(3.2.19)

for any complex sequence (as)∞s=1 and 1 ⩽ p <∞. The explicit bounds on constants in (3.2.18)
and (3.2.19) follow from explicit values of the optimal constants established by Haagerup [23]
together with Stirling’s formula (1.5.2).

Proof of (3.2.7). Take numbers λj,s(x, {fs}) = λj,s(x), j = 1, . . . , a(d, k), s = 1, . . . , S, such
thata(d,k)∑

j=1

S∑
s=1

∣∣RYjfs(x)
∣∣21/2

=
S∑

s=1

a(d,k)∑
j=1

λj,s(x)RYjfs(x),
S∑

s=1

a(d,k)∑
j=1

λ2j,s(x) = 1. (3.2.20)

Using (3.2.20), (3.2.3), and (3.2.4) we obtain∥∥∥∥∥∥∥
a(d,k)∑

j=1

S∑
s=1

∣∣RYjfs
∣∣21/2

∥∥∥∥∥∥∥
p

p

=

∫
Rd

∣∣∣∣∣∣
S∑

s=1

a(d,k)∑
j=1

λj,s(x)RYjfs(x)

∣∣∣∣∣∣
p

dx

≲p dkp/2
∫
Rd

∣∣∣∣∣∣
∫
Sd−1

S∑
s=1

a(d,k)∑
j=1

λj,s(x)Yj(ω)Hωfs(x) dω

∣∣∣∣∣∣
p

dx. (3.2.21)

Orthogonality of the Rademacher functions {rs} and Hölder’s inequality imply

dkp/2
∫
Rd

∣∣∣∣∣∣
∫
Sd−1

S∑
s=1

a(d,k)∑
j=1

λj,s(x)Yj(ω)Hωfs(x) dω

∣∣∣∣∣∣
p

dx

= dkp/2
∫
Rd

∣∣∣∣∣∣
∫
Sd−1

∫ 1

0

 S∑
s=1

a(d,k)∑
j=1

rs(ξ)λj,s(x)Yj(ω)

( S∑
s=1

rs(ξ)Hωfs(x)

)
dξ dω

∣∣∣∣∣∣
p

dx

⩽ dkp/2
∫
Rd

∫
Sd−1

∫ 1

0

∣∣∣∣∣∣
S∑

s=1

a(d,k)∑
j=1

rs(ξ)λj,s(x)Yj(ω)

∣∣∣∣∣∣
q

dξ dω

p/q

×
∫
Sd−1

∫ 1

0

∣∣∣∣∣
S∑

s=1

rs(ξ)Hωfs(x)

∣∣∣∣∣
p

dξ dω dx.

(3.2.22)

Denote

QS,q(x) :=

∫
Sd−1

∫ 1

0

∣∣∣∣∣∣
S∑

s=1

a(d,k)∑
j=1

rs(ξ)λj,s(x)Yj(ω)

∣∣∣∣∣∣
q

dξ dω

1/q

Then, coming back to (3.2.21) and using Khintchine’s inequality (3.2.18) to the second factor
in the last inequality in (3.2.22) we reach∥∥∥∥∥∥∥

a(d,k)∑
j=1

S∑
s=1

∣∣RYjfs
∣∣21/2

∥∥∥∥∥∥∥
p

p

≲p pp/2dkp/2∥QS,q∥p∞
∫
Sd−1

∫
Rd

(
S∑

s=1

|Hωfs(x)|2
)p/2

dx dω.

49:51577



3.2. THE REAL METHOD OF ROTATIONS 42

Thus, Proposition 3.2.1 implies∥∥∥∥∥∥∥
a(d,k)∑

j=1

S∑
s=1

∣∣RYjfs
∣∣21/2

∥∥∥∥∥∥∥
p

≲ p∗p1/2dk/2∥QS,q∥∞

∥∥∥∥∥∥
(

S∑
s=1

|fs|2
)1/2

∥∥∥∥∥∥
p

.

Therefore, the proof of (3.2.7) will be completed if we justify that

∥QS,q∥∞ ≲ q
k+1
2 d−k/2. (3.2.23)

The proof of (3.2.23) splits into two cases.
If q ⩾ 2, we apply Khintchine’s inequality (3.2.18), Minkowski’s inequality and Lemma 3.2.3,

obtaining

(QS,q(x))
q ≲q qq/2

∫
Sd−1

 S∑
s=1

∣∣∣∣∣∣
a(d,k)∑
j=1

λj,s(x)Yj(ω)

∣∣∣∣∣∣
2q/2

dω

⩽ qq/2

 S∑
s=1

∫
Sd−1

∣∣∣∣∣∣
a(d,k)∑
j=1

λj,s(x)Yj(ω)

∣∣∣∣∣∣
q

dω

2/q


q/2

≲q qq/2qkq/2

 S∑
s=1

∫
Sd−1

∣∣∣∣∣∣
a(d,k)∑
j=1

λj,s(x)Yj(ω)

∣∣∣∣∣∣
2

dω

q/2

,

uniformly in x ∈ Rd. Here an application of Lemma 3.2.3 is justified since Yj ∈ Hd
k for

j = 1, . . . , a(d, k) and thus also the sum
∑a(d,k)

j=1 λj,s(x)Yj belongs to Hd
k for each fixed x ∈ Rd.

Now, using the orthogonality of Yj , j = 1, . . . , a(d, k), condition (3.1.8) and the formula∑S
s=1

∑a(d,k)
j=1 λ2j,s(x) = 1 we see that

(QS,q(x))
q ≲q qq/2qkq/2

 S∑
s=1

∫
Sd−1

a(d,k)∑
j=1

λ2j,s(x)Yj(ω)
2 dω

q/2

= qq/2qkq/2

d−k
S∑

s=1

a(d,k)∑
j=1

λ2j,s(x)

q/2

≲ qq/2qkq/2d−kq/2.

Therefore, (3.2.23) is justified in the case q ⩾ 2.
If on the other hand 1 < q < 2, an application of Hölder’s inequality together with (3.2.23)

in the case q = 2 shows that

QS,q(x) ⩽ QS,2(x) ≲ d−k/2.

This completes the proof of (3.2.23) and thus also the proof of (3.2.7) from Proposition 3.2.2.

We are now ready to prove Theorem 3.1.2 and Theorem 3.1.3 for odd k and we start with
the proof of Theorem 3.1.3.
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Proof of Theorem 3.1.3. Using (3.2.5) and (3.2.4) we see that

|M∗f(x)| ≲ dk/2
∫
Sd−1

H∗
ω

a(d,k)∑
j=1

Yj(ω)RYjf

 (x) dω, x ∈ Rd.

Hence, Minkowski’s integral inequality followed by Proposition 3.2.1 show that

∥M∗f∥p ≲ p∗dk/2
∫
Sd−1

∥∥∥∥∥∥
a(d,k)∑
j=1

Yj(ω)RYjf

∥∥∥∥∥∥
p

dω.

Using Hölder’s inequality and Fubini’s theorem we obtain

∥M∗f∥p ≲ p∗dk/2

∫
Rd

∫
Sd−1

∣∣∣∣∣∣
a(d,k)∑
j=1

Yj(ω)RYjf(x)

∣∣∣∣∣∣
p

dω dx

1/p

. (3.2.24)

Since for fixed x the function ω 7→
∑a(d,k)

j=1 Yj(ω)RYjf(x) belongs to Hd
k, applying Lemma 3.2.3

we obtain∫
Sd−1

∣∣∣∣∣∣
a(d,k)∑
j=1

Yj(ω)RYjf(x)

∣∣∣∣∣∣
p

dω

1/p

≲ pk/2

∫
Sd−1

∣∣∣∣∣∣
a(d,k)∑
j=1

Yj(ω)RYjf(x)

∣∣∣∣∣∣
2

dω

1/2

.

Using orthogonality and (3.1.8) we thus see that∫
Sd−1

∣∣∣∣∣∣
a(d,k)∑
j=1

Yj(ω)RYjf(x)

∣∣∣∣∣∣
p

dω

1/p

≲ d−k/2 pk/2

a(d,k)∑
j=1

∣∣RYjf(x)
∣∣21/2

, (3.2.25)

which, together with (3.2.24) leads to

∥M∗f∥p ≲ p∗pk/2

∥∥∥∥∥∥∥
a(d,k)∑

j=1

∣∣RYjf
∣∣21/2

∥∥∥∥∥∥∥
p

.

Thus, (3.2.8) from Proposition 3.2.2 completes the proof of Theorem 3.1.3 if k is odd.

We finish this section with the proof of Theorem 3.1.2.

Proof of Theorem 3.1.2. Using (3.2.5), (3.2.4), and Minkowski’s integral inequality on the
space ℓ2({1, . . . , S};L∞(Q+)) we see that(

S∑
s=1

|M∗fs(x)|2
)1/2

≲ dk/2
∫
Sd−1

 S∑
s=1

(
H∗

ω

[ a(d,k)∑
j=1

Yj(ω)RYjfs

]
(x)

)2
1/2

dω, x ∈ Rd.

Thus, another application of Minkowski’s integral inequality followed by Proposition 3.2.1

gives ∥∥∥∥∥∥
(

S∑
s=1

|M∗fs|2
)1/2

∥∥∥∥∥∥
p

≲ p∗dk/2
∫
Sd−1

∥∥∥∥∥∥∥
 S∑

s=1

∣∣∣∣ a(d,k)∑
j=1

Yj(ω)RYjfs

∣∣∣∣2
1/2

∥∥∥∥∥∥∥
p

dω.
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Using Khintchine’s inequality (3.2.19) followed by Hölder’s inequality on Sd−1 we see that∥∥∥∥∥∥
(

S∑
s=1

|M∗fs|2
)1/2

∥∥∥∥∥∥
p

≲ p∗dk/2
∫
Sd−1

∫
Rd

∫ 1

0

∣∣∣∣ S∑
s=1

rs(ξ)

a(d,k)∑
j=1

Yj(ω)RYjfs(x)

∣∣∣∣p dξ dx
1/p

dω

≲ p∗dk/2

∫
Rd

∫ 1

0

∫
Sd−1

∣∣∣∣∣∣
a(d,k)∑
j=1

Yj(ω)RYj

[ S∑
s=1

rs(ξ)fs(x)

]∣∣∣∣∣∣
p

dω dξ dx

1/p

.

Finally, (3.2.25) followed by (3.2.8) from Proposition 3.2.2 and Khintchine’s inequality (3.2.18)
give∥∥∥∥∥∥
(

S∑
s=1

|M∗fs|2
)1/2

∥∥∥∥∥∥
p

≲ p∗pk/2

∫
Rd

∫ 1

0

a(d,k)∑
j=1

∣∣∣∣RYj

[ S∑
s=1

rs(ξ)fs(x)

]∣∣∣∣2
p/2

dξ dx


1/p

≲ (p∗)2+k/2

(∫
Rd

∫ 1

0

∣∣∣∣∣
S∑

s=1

rs(ξ)fs(x)

∣∣∣∣∣
p

dξ dx

)1/p

≲ (p∗)5/2+k/2

∫
Rd

(
S∑

s=1

|fs|2
)p/2

dx

1/p

.

The proof of Theorem 3.1.2 in the odd k case is thus completed.

3.3 Averaging

From now until the end of the chapter k is a fixed positive integer. In this section we
describe the averaging procedure. The averaging procedure will allow us to pass from M∗

to another maximal operator that is better suited for applications in Sections 3.4 and 3.5.
Before moving on, we establish some notation. For a multi-index

j = (j1, . . . , jk) ∈ {1, . . . , d}k we write Pj(x) = xj := xj1 · · ·xjk

and denote by Rj the Riesz transform RPj associated with the monomial Pj . The truncated
transform Rt

j and the maximal transform R∗
j are defined analogously. We also abbreviate

Kj(x) = KPj (x) and Kt
j(x) = Kt

Pj
(x). As we will be mainly interested in multi-indices with

different components, we define

I = {j ∈ {1, . . . , d}k : jm ̸= jl for m ̸= l}.

Note that the set I is non-empty only when d ⩾ k. Thus in the rest of the proof we assume
that this is the case. The result for d < k follows from [35, 36].

The averaging procedure will provide an expression forM t
k in terms of the Riesz transforms

Rj and Rt
j postulated in (3.0.4). For f ∈ Lp, 1 < p <∞, denote

Rtf :=
∑
j∈I

Rt
jRjf and let R∗f := sup

t∈Q+

∣∣Rtf
∣∣.
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Note that both Rt and R∗ are well defined on all Lp spaces for 1 < p < ∞. Indeed, Rt
j and

Rj are bounded on Lp and the supremum in the definition of R∗ runs over a countable set
thus defining a measurable function.

Let SO(d) be the special orthogonal group in dimension d. Since it is compact, it has
a bi-invariant Haar measure µ such that µ(SO(d)) = 1. For U ∈ SO(d) and a sublinear
operator T on L2 we denote by TU the conjugation by U , i.e. the operator acting via

TUf(x) = T (f ◦ U−1))(Ux). (3.3.1)

Proposition 3.3.1. Fix k ∈ N. Then there is a constant C(d, k) ∈ R such that

M t
kf(x) = C(d, k)

∫
SO(d)

[(Rt)Uf ](x) dµ(U) (3.3.2)

for all t > 0 and f ∈ Lp. Moreover, |C(d, k)| has an estimate from above by a constant that
depends only on k but not on the dimension d, so that(

S∑
s=1

|M∗fs(x)|2
)1/2

≲
∫
SO(d)

(
S∑

s=1

|[(R∗)Ufs](x)|2
)1/2

dµ(U), (3.3.3)

for S ∈ N and f1, . . . , fS ∈ Lp.

Proof. Let A be the operator
A =

∑
j∈I

R2
j , (3.3.4)

which by (3.0.3) means that its multiplier symbol equals

a(ξ) = (−i)2k
∑
j∈I

ξ2j

|ξ|2k
= (−1)k

∑
j∈I

ξ2j

|ξ|2k
.

Let Ã be the operator with the multiplier symbol

ã(ξ) :=

∫
SO(d)

a(Uξ) dµ(U) = (−1)k
∑
j∈I

∫
SO(d)

((Uξ)j)
2

|ξ|2k
dµ(U). (3.3.5)

Then ã being radial and homogeneous of order 0 is constant.
The first step in the proof of the proposition is to show that

|ã| ≈ 1 (3.3.6)

uniformly in the dimension d. Note that each of the integrals on the right hand side of (3.3.5)
has the same value independently of j ∈ I, so that

ã(ξ) = (−1)k|I|
∫
SO(d)

((Uξ)(1,...,k))
2

|ξ|2k
dµ(U);

here |I| stands for the number of elements in I. Since ã is constant, we can integrate it over
Sd−1 with respect to the probabilistic measure dω and change the order of integration to get

ã = (−1)k|I|
∫
Sd−1

∫
SO(d)

(Uω)2(1,...,k) dµ(U) dω

= (−1)k|I|
∫
SO(d)

∫
Sd−1

(Uω)2(1,...,k) dω dµ(U).
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Now notice that the inner integral does not depend on U , which means that

ã = (−1)k|I|
∫
Sd−1

ω2
1 · · ·ω2

k dω. (3.3.7)

Since k is fixed, by an elementary argument we get |I| = d!
(d−k)! ≈ dk. Thus it remains to

show that ∫
Sd−1

ω2
1 · · ·ω2

k dω ≈ d−k. (3.3.8)

Formula (3.3.8) is given in [51, (10)]. It can be also easily computed by the method from
[25, Chapter 3.4]; for the sake of completeness we provide a brief argument.

Consider the integral J =
∫
Rd x

2
1 · · ·x2ke−|x|2 dx. Since J is a product of one-dimensional

integrals we see that J = Γ
(
3
2

)k
Γ
(
1
2

)d−k, while using polar coordinates gives

J = Sd−1

∫
Sd−1

ω2
1 · · ·ω2

k dω

∫ ∞

0
r2k+d−1e−r2 dr,

where Sd−1 is defined by (1.5.5). Altogether we have justified that∫
Sd−1

ω2
1 · · ·ω2

k dω ≈
Γ
(
1
2

)d−k

Sd−1Γ
(
k + d

2

) .
Since k is fixed and d is arbitrarily large, using (1.5.5), Stirling’s formula for the Γ function
(1.5.2) and the known identity Γ(12) =

√
π we obtain

∫
Sd−1

ω2
1 · · ·ω2

k dω ≈

√
k + d

2

(
d
2e

)d/2
√

d
2

(
k+ d

2
e

)k+d/2

≈ e−d/2

e−k−d/2

(
k + d

2

d/2

)−d/2(
k +

d

2

)−k

≈ d−k

This gives (3.3.8) and concludes the proof of (3.3.6).
Let now mt be the multiplier symbol of M t

k. Then, from Proposition 3.1.1 we see that
mt = b̂t is radial, so that

mt(ξ) = ã−1ãmt(ξ) = ã−1

∫
SO(d)

mt(ξ) a(Uξ) dµ(U)

= ã−1

∫
SO(d)

mt(Uξ) a(Uξ) dµ(U).

Using properties of the Fourier transform the above equality implies that

M t
kf(x) = ã−1

∫
SO(d)

[(M t
kA)U ](f)(x) dµ(U).

Recalling (3.3.4) we apply (3.1.1) from Proposition 3.1.1 and obtain

M t
kA =

∑
j∈I

M t
kRjRj =

∑
j∈I

Rt
jRj = Rt;
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here an application of (3.1.1) is allowed since each Rj corresponds to the monomial xj which
is in Hk when j ∈ I. In summary, we justified that

M t
kf(x) = ã−1

∫
SO(d)

[(Rt)U ](f)(x) dµ(U), f ∈ D(k), (3.3.9)

which is (3.3.2) with C(d, k) = ã−1.
It remains to justify (3.3.3). This follows from (3.1.7), (3.3.9), and (3.3.6), together with

the norm inequality∥∥∥∥∥
∫
SO(d)

Fs,t(U) dµ(U)

∥∥∥∥∥
X

⩽
∫
SO(d)

∥Fs,t(U)∥X dµ(U);

on the Banach space X = ℓ2({1, . . . , S}; ℓ∞(Q+)), with Fs,t(U) = (Rt)U (fs)(x) and x being
fixed.

The proof of Proposition 3.3.1 is thus completed.

Since conjugation by U ∈ SO(d) is an isometry on all Lp spaces, in view of µ(SO(d)) = 1

and Minkowski’s integral inequality Proposition 3.3.1 eq. (3.3.3) allows us to deduce Theorems
3.1.2 and 3.1.3 from the two theorems below.

Theorem 3.3.2. Fix k ∈ N. For each p ∈ (1,∞) there is a constant A(p, k) independent of
the dimension d and such that for any S ∈ N we have∥∥∥∥∥∥

(
S∑

s=1

|R∗fs|2
)1/2

∥∥∥∥∥∥
p

≲ A(p, k)

∥∥∥∥∥∥
(

S∑
s=1

|fs|2
)1/2

∥∥∥∥∥∥
p

,

where f1, . . . , fS ∈ Lp. Moreover, A(p, k) satisfies A(p, k) ≲k (p∗)5/2+k/2.

Theorem 3.3.3. Fix k ∈ N. For each p ∈ (1,∞) there is a constant B(p, k) independent of
the dimension d and such that

∥R∗f∥p ≲ B(p, k)∥f∥p.

whenever f ∈ Lp. Moreover, B(p, k) satisfies B(p, k) ≲k (p∗)2+k/2.

3.4 Extension to Cd and the complex method of rotations

Here we extend the operators Rt acting on Lp(Rd) to the operators R̃t acting on Lp(Cd)

Then we apply the complex method of rotations of Iwaniec and Martin [26] to R̃t.
Let P ∈ Hk. For z = (x1 + iy1, . . . , xd + iyd), x ∈ Rd, y ∈ Rd we denote

K̃P (z) = γ̃k
P (z)

|z|2d+k
with γ̃k =

Γ
(
d+ k

2

)
πdΓ

(
k
2

) , (3.4.1)

and define, for f ∈ S(Cd),

R̃P f(z) = lim
t→0

R̃t
P f(z), where R̃t

P f(z) = γ̃k

∫
w∈Cd:|z−w|>t

P (z − w)

|z − w|2d+k
f(w) dw.

(3.4.2)
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In [26] the authors considered the extension on the multiplier level whereas we need to
write it on the kernel level. This makes no difference for the operator R̃P . However, the
multiplier symbol corresponding to R̃t

P does not have a simple formula, thus writing the
extension on a kernel level seems the only reasonable option here.

Formulas (3.4.1) and (3.4.2) lead us to define the extension of Rt by

R̃t = R̃t
k :=

∑
j∈I

R̃t
jR̃j . (3.4.3)

Using the complex method of rotations [26, Section 6] we will prove Lp(Cd) estimates for

R̃∗f(z) = sup
t∈Q+

∣∣∣R̃tf(z)
∣∣∣.

Theorem 3.4.1. Fix k ∈ N. For each p ∈ (1,∞) there is a constant A(p, k) independent of
the dimension d and such that for any S ∈ N we have∥∥∥∥∥∥

(
S∑

s=1

∣∣∣R̃∗fs

∣∣∣2)1/2
∥∥∥∥∥∥
Lp(Cd)

⩽ A(p, k)

∥∥∥∥∥∥
(

S∑
s=1

|fs|2
)1/2

∥∥∥∥∥∥
Lp(Cd)

,

whenever f1, . . . , fS ∈ Lp(Cd). Moreover, A(p, k) satisfies A(p, k) ≲k (p∗)5/2+k/2.

Theorem 3.4.2. Fix k ∈ N. For each p ∈ (1,∞) there is a constant B(p, k) independent of
the dimension d and such that∥∥∥R̃∗f

∥∥∥
Lp(Cd)

⩽ B(p, k)∥f∥Lp(Cd),

whenever f ∈ Lp(Cd). Moreover, B(p, k) satisfies B(p, k) ≲k (p∗)2+k/2.

The reminder of this section will be devoted to the proofs of Theorem 3.4.1 and Theo-
rem 3.4.2. From these results we shall obtain Theorem 3.3.2 and Theorem 3.3.3 provided we
develop a restriction procedure from Cd to Rd. As we already remarked this is not straightfor-
ward, since the restriction of the complex truncated Riesz transform is not the real truncated
Riesz transform. Details of the restriction and estimates for the resulting operators are given
in Section 3.5.

We now focus on the proofs of Theorem 3.4.1 and Theorem 3.4.2. Let P ∈ Hk. We will
show that for F ∈ S(Cd) we have

2π

∫
Cd

F (w) dw =

∫
S2d−1

∫
C
F (λθ)|λ|2d−2 dλ dθ,

where dθ stands for the spherical measure on S2d−1 normalized by the condition θ(S2d−1) =

S2d−1.
We begin by identifying Cd with R2d and using spherical coordinates to get∫

R2d

F (x) dx =

∫ ∞

0

∫
S2d−1

F (rθ)r2d−1 dθ dr.

Then we integrate both sides from 0 to 2π with respect to a new variable φ which gives

2π

∫
R2d

F (x) dx =

∫ 2π

0

∫ ∞

0

∫
S2d−1

F (rθ)r2d−1 dθ dr dφ.
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At this point we interpret θ as en element of Cd so that we can introduce a new variable
θ′ = e−iφθ and use integration by substitution to obtain

2π

∫
R2d

F (x) dx =

∫ 2π

0

∫ ∞

0

∫
S2d−1

F (reiφθ)r2d−1 dθ dr dφ.

We recognize λ = reiφ as an arbitrary element of C which lets us write

2π

∫
Cd

F (w) dw =

∫
S2d−1

∫
C
F (λθ)|λ|2d−2 dλ dθ

thus proving the claim.
Take f ∈ S(Cd). Applying the above identity with F (w) = γ̃k

P (w)

|w|2d+k1|w|>t(w) f(z − w)

gives

R̃t
P f(z) = γ̃k

∫
Cd

P (w)

|w|2d+k
1|w|>t(w) f(z − w) dw

=
γ̃k
2π

∫
S2d−1

∫
C

P (λθ)

|λ|2d+k
1|λ|>t(λ) f(z − λθ)|λ|2d−2 dλ dθ

=
γ̃k
2π

∫
S2d−1

P (θ)

∫
C

(
λ

|λ|

)k f(z − λθ)

|λ|2
1|λ|>t(λ) dλ dθ,

where in the last equality above we used the k-homogeneity of P . This means that we got

R̃t
P f(z) =

γ̃k
2π

∫
S2d−1

P (θ)H̃t
θ,kf(z) dθ, (3.4.4)

where

H̃t
θ,kf(z) = H̃t

θf(z) :=

∫
C

(
λ

|λ|

)k f(z − λθ)

|λ|2
1|λ|>t(λ) dλ

is the truncated directional k-th power of the complex Hilbert transform. Identity (3.4.4) can
be written in terms of the probabilistic spherical measure dζ on S2d−1 in the following way

R̃t
P f(z) =

Γ
(
d+ k

2

)
πΓ (d) Γ

(
k
2

) ∫
S2d−1

P (ζ)H̃t
ζf(z) dζ. (3.4.5)

The limiting case of (3.4.5) is then

R̃P f(z) =
Γ
(
d+ k

2

)
πΓ (d) Γ

(
k
2

) ∫
S2d−1

P (ζ)H̃ζf(z) dζ, (3.4.6)

where

H̃ζf(z) = H̃ζ,kf(z) = p.v.

∫
C

(
λ

|λ|

)k f(z − λζ)

|λ|2
dλ

is the directional k-th power of the complex Hilbert transform. Identities (3.4.5) and (3.4.6)
were initially established for f ∈ S(Cd). However, a density argument based on the Lp(Cd)

boundedness of H̃t
ζ and H̃ζ allows us to write these identities for all f ∈ Lp(Cd). For further

reference we note that when k is fixed then

Γ
(
d+ k

2

)
πΓ (d) Γ

(
k
2

) ≈ dk/2. (3.4.7)
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In the proofs of Theorem 3.4.1 and Theorem 3.4.2, similarly to the odd case, we shall need
boundedness properties of the maximal operator

H̃∗
ζ f(z) = H̃∗

ζ,kf(z) := sup
t∈Q+

∣∣∣H̃t
ζf(z)

∣∣∣
associated with H̃t

ζ and of the Riesz transforms R̃j .

Proposition 3.4.3. For each 1 < p <∞ we have∥∥∥∥∥∥
(

S∑
s=1

∣∣∣H̃∗
ζ fs

∣∣∣2)1/2
∥∥∥∥∥∥
Lp(Cd)

≲ p∗

∥∥∥∥∥∥
(

S∑
s=1

|fs|2
)1/2

∥∥∥∥∥∥
Lp(Cd)

uniformly in ζ ∈ S2d−1 and the dimension d.

Proposition 3.4.4. Fix k ∈ N. Then for each 1 < p <∞ we have∥∥∥∥∥∥∥
 S∑

s=1

∑
j∈I

∣∣∣R̃jfs

∣∣∣2
1/2

∥∥∥∥∥∥∥
Lp(Cd)

≲k p
∗p1/2q

k+1
2

∥∥∥∥∥∥
(

S∑
s=1

|fs|2
)1/2

∥∥∥∥∥∥
Lp(Cd)

, (3.4.8)

∥∥∥∥∥∥∥
∑

j∈I

∣∣∣R̃jf
∣∣∣2
1/2

∥∥∥∥∥∥∥
Lp(Cd)

≲k p
∗qk/2∥f∥Lp(Cd), (3.4.9)

uniformly in the dimension d.

The proofs of Propositions 3.4.3 and 3.4.4 are analogous to the proofs of Propositions
3.2.1 and 3.2.2 for the most part, however we include them for completeness. We begin with
Proposition 3.4.3.

Proof of Proposition 3.4.3. A (complex) rotational invariance argument analogous to the one
used in the proof of Proposition 3.2.1 reduces the inequality to its two-dimensional case∥∥∥∥∥∥

(
S∑

s=1

∣∣∣H̃∗
kfs

∣∣∣2)1/2
∥∥∥∥∥∥
Lp(C)

≲ p∗

∥∥∥∥∥∥
(

S∑
s=1

|fs|2
)1/2

∥∥∥∥∥∥
Lp(C)

,

where H̃∗
k is k-th power of the two-dimensional maximal complex Hilbert transform, i.e.

H̃∗
kf(z) = sup

t>0

∣∣∣∣∣
∫
|w|>t

(
w

|w|

)k f(z − w)

|w|2
dw

∣∣∣∣∣, f ∈ Lp(C),

and f1, . . . , fS ∈ Lp(C).
We split the operator H̃∗

k into two parts. To this end let φ : C → R be a smooth radial
function satisfying φ(z) = 1 for |z| < 2, φ(z) = 0 for |z| > 4. Define φt(z) = φ(z/t) and let

χt(z) =

(
z

|z|

)k 1

|z|2
1|z|>t(z)
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be the kernel of H̃t
k. Then

H̃∗
kf(z) ⩽ sup

t>0
|(φtχt ∗ f)(z)|+ sup

t>0
|((1− φt)χt ∗ f) (z)|

=: H̃∗
φf(z) + H̃∗

1−φf(z)

≲ Mf(z) + H̃∗
1−φf(z),

where M denotes the Hardy–Littlewood maximal operator on R2. Since [22, Theorem 5.6.6]
gives us vector-valued estimates for M we get∥∥∥∥∥∥

(
S∑

s=1

∣∣∣H̃∗
φfs

∣∣∣2)1/2
∥∥∥∥∥∥
Lp(C)

≲ p∗

∥∥∥∥∥∥
(

S∑
s=1

|fs|2
)1/2

∥∥∥∥∥∥
Lp(C)

.

The remaining ingredient is to prove∥∥∥∥∥∥
(

S∑
s=1

∣∣∣H̃∗
1−φfs

∣∣∣2)1/2
∥∥∥∥∥∥
Lp(C)

≲ p∗

∥∥∥∥∥∥
(

S∑
s=1

|fs|2
)1/2

∥∥∥∥∥∥
Lp(C)

. (3.4.10)

We will apply [22, Theorem 5.6.1] with

B1 = ℓ2 ({1, . . . , S}) and B2 = ℓ2 ({1, . . . , S};L∞(Q+))

and
K⃗(z)(u) = ((1− φt)χt(z) · u1, . . . , (1− φt)χt(z) · uS) ∈ B2 (3.4.11)

for any sequence u = (us)
S
s=1 ∈ B1. Then, taking es = (0, . . . , 1, . . . , 0), with 1 on the s-th

coordinate, we see that the operator T⃗ defined in [22, 5.6.4] satisfies

T⃗

(
S∑

s=1

fses

)
(z) =

(
H̃t

1−φf1(z), . . . , H̃
t
1−φfS(z)

)
(3.4.12)

and ∥∥∥∥∥T⃗
(

S∑
s=1

fses

)
(z)

∥∥∥∥∥
B2

=

(
S∑

s=1

∣∣∣H̃∗
1−φfs(z)

∣∣∣2)1/2

for any sequence (fs)
S
s=1 of smooth functions that vanish at infinity. In order to use [22,

Theorem 5.6.1] we need to verify conditions (5.6.1), (5.6.2) and (5.6.3) from [22] and check
that T⃗ is bounded from L2(C,B1) to L2(C,B2).

Condition (5.6.1) is a straightforward consequence of (3.4.11). It is also not hard to verify
that

∫
ε⩽|z|⩽1 K⃗(z) dz = 0, so that condition (5.6.3) is satisfied with K⃗0 = 0.

We shall now justify (5.6.2). Denote φ̃t := 1− φt and gt = φ̃tχt so that

gt(z) = φ̃t(z)
zk

|z|k+2
.

Since ∥∥∥K⃗(z − w)− K⃗(z)
∥∥∥
B1→B2

= sup
t>0

|gt(z − w)− gt(z)|,
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we have∥∥∥K⃗(z − w)− K⃗(z)
∥∥∥
B1→B2

= sup
t>0

∣∣∣∣∣φ̃t(z − w)
(z − w)k

|z − w|k+2
− φ̃t(z)

zk

|z|k+2

∣∣∣∣∣
⩽ sup

t>0

∣∣∣∣∣(φ̃t(z − w)− φ̃t(z))
(z − w)k

|z − w|k+2

∣∣∣∣∣+ sup
t>0

∣∣∣∣∣φ̃t(z)

(
(z − w)k

|z − w|k+2
− zk

|z|k+2

)∣∣∣∣∣. (3.4.13)

Hence, the proof of (5.6.2) reduces to estimating the two terms in (3.4.13) under the
assumption |z| ⩾ 2|w|. We begin with the first term. Since |z| ⩾ 2|w| we have |z| ≈
|z − w|. Hence, in order for the expression inside the absolute value to be nonzero, t has to
be comparable to |z| and |z − w|. In that case, using the smoothness of φ we obtain∣∣∣∣∣(φ̃t(z − w)− φ̃t(z))

(z − w)k

|z − w|k+2

∣∣∣∣∣ ≲ |w|
t

1

|z − w|2
≈ |w|

|z||z − w|2
≈ |w|

|z|3
.

In the second term of (3.4.13) we omit φ̃t and get∣∣∣∣∣ (z − w)k

|z − w|k+2
− zk

|z|k+2

∣∣∣∣∣ ⩽
∣∣∣∣∣ (z − w)k

|z − w|k+2
− (z − w)k

|z|k+2

∣∣∣∣∣+
∣∣∣∣∣(z − w)k

|z|k+2
− zk

|z|k+2

∣∣∣∣∣
= |z − w|k

∣∣∣|z|k+2 − |z − w|k+2
∣∣∣

|z − w|k+2|z|k+2
+

1

|z|k+2

∣∣∣(z − w)k − zk
∣∣∣ ≈ |w|

|z|3
.

This means that we have proved that∥∥∥K⃗(z − w)− K⃗(z)
∥∥∥
B1→B2

≲
|w|
|z|3

for |z| ⩾ 2|w|. Integrating this yields∫
|z|⩾2|w|

∥∥∥K⃗(z − w)− K⃗(z)
∥∥∥
B1→B2

dz ≲ |w|
∫
|z|⩾2|w|

1

|z|3
dz ≈ 1

so that condition (5.6.2) is satisfied.
It remains to justify the boundedness of T⃗ from L2(C,B1) to L2(C,B2). We have the

pointwise bound
H̃∗

1−φf(z) ≲ Mf(z) + H̃∗
kf(z).

Therefore the desired L2 boundedness of T⃗ is a consequence of (3.4.12) and the L2(C) bound-
edness of H̃∗

k . This allows us to use [22, Theorem 5.6.1] and completes the proof of (3.4.10)
hence also the proof of Proposition 3.4.3.

Proposition 3.4.4 can be proved by an iterative application of its k = 1 case together with
Khintchine’s inequalities. However, such an approach produces worse constants than those in
(3.4.8) and (3.4.9). An important ingredient in the proof are properties of the functions

ζj = (xj1 + iyj1) · · · (xjk + iyjk).

Recall that in the proof of the odd case we used functions Yj which form an orthogonal basis
of Hd

k. However it is not clear whether their extensions to Cd are still orthogonal on S2d−1,
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which is why we need to introduce new functions ζj orthogonal both on Sd−1 and on S2d−1.
Moreover, we have ∫

S2d−1

|ζj |2 dζ ≲ d−k. (3.4.14)

Indeed, all the integrals on the left hand side of (3.4.14) are equal for j ∈ I and thus∫
S2d−1

|ζj |2 dζ =
1

|I|

∫
S2d−1

∑
j∈I

|ζj |2 dζ ⩽
1

|I|

∫
S2d−1

∑
j∈{1,...,d}k

|ζj |2 dζ

=
1

|I|

∫
S2d−1

|ζ|2k dζ ≲ d−k,

since |I| ≈ dk.
We justify (3.4.8) and (3.4.9) separately, starting with the latter.

Proof of (3.4.9). Take numbers λj(z, f) = λj(z), j ∈ I, such that∑
j∈I

∣∣∣R̃jf(z)
∣∣∣2
1/2

=
∑
j∈I

λj(z)R̃jf(z),
∑
j∈I

λ2j (z) = 1.

Using (3.4.6) and (3.4.7) followed by Hölder’s inequality we obtain∥∥∥∥∥∥∥
∑

j∈I

∣∣∣R̃jf
∣∣∣2
1/2

∥∥∥∥∥∥∥
p

p

=

∫
Cd

∣∣∣∣∣∣
∑
j∈I

λj(z)R̃jf(z)

∣∣∣∣∣∣
p

dz

≲p dkp/2
∫
Cd

∣∣∣∣∣∣
∫
S2d−1

∑
j∈I

λj(z)ζjH̃ζf(z) dζ

∣∣∣∣∣∣
p

dz

⩽ dkp/2
∫
Cd

∫
S2d−1

∣∣∣∣∣∣
∑
j∈I

λj(z)ζj

∣∣∣∣∣∣
q

dζ

p/q ∫
S2d−1

∣∣∣H̃ζf(z)
∣∣∣p dζ dz. (3.4.15)

Now we deal with the first inner integral in (3.4.15). Since ζj ∈ H2d
k for j ∈ I, for fixed z

the function ζ 7→
∑

j∈I ζjλj(z) also belongs to H2d
k . Using Lemma 3.2.3, orthogonality of the

functions ζj , j ∈ I, inequality (3.4.14), and the formula
∑

j∈I λj(z)
2 = 1 we get∫

S2d−1

∣∣∣∣∣∣
∑
j∈I

λj(z)ζj

∣∣∣∣∣∣
q

dζ

1/q

≲ qk/2

∫
S2d−1

∣∣∣∣∣∣
∑
j∈I

λj(z)ζj

∣∣∣∣∣∣
2

dζ

1/2

= qk/2

∫
S2d−1

∑
j∈I

λj(z)
2|ζj |2 dζ

1/2

≲ qk/2

d−k
∑
j∈I

λj(z)
2

1/2

⩽ qk/2d−k/2.

(3.4.16)

Applying (3.4.16) and coming back to (3.4.15) we obtain∥∥∥∥∥∥∥
∑

j∈I

∣∣∣R̃jf
∣∣∣2
1/2

∥∥∥∥∥∥∥
p

≲ qk/2
(∫

S2d−1

∥∥∥H̃ζf
∥∥∥p
Lp(Cd)

dζ

)1/p

.

Now Proposition 3.4.3 completes the proof of (3.4.9).
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We are now ready to prove (3.4.8). This is similar to the proof of (3.4.9) with an addition
of Khintchine’s inequalities (3.2.18) and (3.2.19).

Proof of (3.4.8). Take numbers λj,s(z, {fs}) = λj,s(z), j ∈ I, s = 1, . . . , S, such that∑
j∈I

S∑
s=1

∣∣∣R̃jfs(z)
∣∣∣2
1/2

=

S∑
s=1

∑
j∈I

λj,s(z)R̃jfs(z),

S∑
s=1

∑
j∈I

λ2j,s(z) = 1. (3.4.17)

Using (3.4.17), (3.4.6), and (3.4.7) we obtain∥∥∥∥∥∥∥
∑

j∈I

S∑
s=1

∣∣∣R̃jfs

∣∣∣2
1/2

∥∥∥∥∥∥∥
p

p

=

∫
Cd

∣∣∣∣∣∣
S∑

s=1

∑
j∈I

λj,s(z)R̃jfs(z)

∣∣∣∣∣∣
p

dz

≲p dkp/2
∫
Cd

∣∣∣∣∣∣
∫
S2d−1

S∑
s=1

∑
j∈I

λj,s(z)ζjH̃ζfs(z) dζ

∣∣∣∣∣∣
p

dz. (3.4.18)

Orthogonality of the Rademacher functions {rs} and Hölder’s inequality imply

dkp/2
∫
Cd

∣∣∣∣∣∣
∫
S2d−1

S∑
s=1

∑
j∈I

λj,s(z)ζjH̃ζfs(z) dζ

∣∣∣∣∣∣
p

dz

= dkp/2
∫
Cd

∣∣∣∣∣∣
∫
S2d−1

∫ 1

0

 S∑
s=1

∑
j∈I

rs(ξ)λj,s(z)ζj

( S∑
s=1

rs(ξ)H̃ζfs(z)

)
dξ dζ

∣∣∣∣∣∣
p

dz

⩽ dkp/2
∫
Cd

∫
S2d−1

∫ 1

0

∣∣∣∣∣∣
S∑

s=1

∑
j∈I

rs(ξ)λj,s(z)ζj

∣∣∣∣∣∣
q

dξ dζ

p/q

×
∫
S2d−1

∫ 1

0

∣∣∣∣∣
S∑

s=1

rs(ξ)H̃ζfs(z)

∣∣∣∣∣
p

dξ dζ dz.

(3.4.19)

Denote

QS,q(z) :=

∫
S2d−1

∫ 1

0

∣∣∣∣∣∣
S∑

s=1

∑
j∈I

rs(ξ)λj,s(z)ζj

∣∣∣∣∣∣
q

dξ dζ

1/q

Then, coming back to (3.4.18) and using Khintchine’s inequality (3.2.18) to the second factor
in the last inequality in (3.4.19) we reach∥∥∥∥∥∥∥
∑

j∈I

S∑
s=1

∣∣∣R̃jfs

∣∣∣2
1/2

∥∥∥∥∥∥∥
p

p

≲p pp/2dkp/2∥QS,q∥pL∞(Cd)

∫
S2d−1

∫
Cd

(
S∑

s=1

∣∣∣H̃ζfs(z)
∣∣∣2)p/2

dz dζ.

Thus, Proposition 3.4.3 implies∥∥∥∥∥∥∥
∑

j∈I

S∑
s=1

∣∣∣R̃jfs

∣∣∣2
1/2

∥∥∥∥∥∥∥
p

≲ p∗p1/2dk/2∥QS,q∥L∞(Cd)

∥∥∥∥∥∥
(

S∑
s=1

|fs|2
)1/2

∥∥∥∥∥∥
Lp(Cd)

.
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Therefore, the proof of (3.4.8) will be completed if we justify that

∥QS,q∥L∞(Cd) ≲ q
k+1
2 d−k/2. (3.4.20)

The proof of (3.4.20) splits into two cases.
If q ⩾ 2, we apply Khintchine’s inequality (3.2.18), Minkowski’s inequality and Lemma 3.2.3,

obtaining

(QS,q(z))
q ≲q qq/2

∫
S2d−1

 S∑
s=1

∣∣∣∣∣∣
∑
j∈I

λj,s(z)ζj

∣∣∣∣∣∣
2q/2

dζ

⩽ qq/2

 S∑
s=1

∫
S2d−1

∣∣∣∣∣∣
∑
j∈I

λj,s(z)ζj

∣∣∣∣∣∣
q

dζ

2/q


q/2

≲q qq/2qkq/2

 S∑
s=1

∫
S2d−1

∣∣∣∣∣∣
∑
j∈I

λj,s(z)ζj

∣∣∣∣∣∣
2

dζ

q/2

,

uniformly in z ∈ Cd. Here an application of Lemma 3.2.3 is justified since ζj ∈ H2d
k for j ∈ I

and thus also the sum
∑

j∈I λj,s(z)ζj belongs to H2d
k for each fixed z ∈ Cd. Now, using the

orthogonality of ζj , j ∈ I, inequality (3.4.14) and the formula
∑S

s=1

∑
j∈I λ

2
j,s(z) = 1 we see

that

(QS,q(z))
q ≲q qq/2qkq/2

 S∑
s=1

∫
S2d−1

∑
j∈I

λj,s(z)
2|ζj |2 dζ

q/2

= qq/2qkq/2

d−k
S∑

s=1

∑
j∈I

λj,s(z)
2

q/2

≲ qq/2qkq/2d−kq/2.

Therefore, (3.4.20) is justified in the case q ⩾ 2.
If on the other hand 1 < q < 2, an application of Hölder’s inequality together with (3.4.20)

in the case q = 2 shows that

QS,q(z) ⩽ QS,2(z) ≲ d−k/2.

This completes the proof of (3.4.20) and thus also the proof of (3.4.8) from Proposition 3.4.4.

We are now ready to prove Theorem 3.4.1 and Theorem 3.4.2. In both the proofs we shall
need the formula

R̃tf(z) =
Γ
(
d+ k

2

)
πΓ (d) Γ

(
k
2

) ∫
S2d−1

H̃t
ζ

∑
j∈I

ζjR̃jf

 (z) dζ, (3.4.21)

which follows from (3.4.3) and (3.4.5). We start with the proof of Theorem 3.4.2.

63:86648



3.4. EXTENSION TO Cd AND THE COMPLEX METHOD OF ROTATIONS 56

Proof of Theorem 3.4.2. Using (3.4.21) and (3.4.7) we see that

∣∣∣R̃∗f(z)
∣∣∣ ≲ dk/2

∫
S2d−1

H̃∗
ζ

∑
j∈I

ζjR̃jf

 (z) dζ, z ∈ Cd.

Hence, Minkowski’s integral inequality followed by Proposition 3.4.3 show that

∥∥∥R̃∗f
∥∥∥
Lp(Cd)

≲ p∗dk/2
∫
S2d−1

∥∥∥∥∥∥
∑
j∈I

ζjR̃jf

∥∥∥∥∥∥
Lp(Cd)

dζ.

Using Hölder’s inequality and Fubini’s theorem we obtain

∥∥∥R̃∗f
∥∥∥
Lp(Cd)

≲ p∗dk/2

∫
Cd

∫
S2d−1

∣∣∣∣∣∣
∑
j∈I

ζjR̃jf(z)

∣∣∣∣∣∣
p

dζ dz

1/p

. (3.4.22)

Since for fixed z the function ζ 7→
∑

j∈I ζjR̃jf(z) belongs to H2d
k , applying Lemma 3.2.3 we

obtain ∫
S2d−1

∣∣∣∣∣∣
∑
j∈I

ζjR̃jf(z)

∣∣∣∣∣∣
p

dζ

1/p

≲ pk/2

∫
S2d−1

∣∣∣∣∣∣
∑
j∈I

ζjR̃jf(z)

∣∣∣∣∣∣
2

dζ

1/2

.

Using orthogonality and (3.4.14) we thus see that∫
S2d−1

∣∣∣∣∣∣
∑
j∈I

ζjR̃jf(z)

∣∣∣∣∣∣
p

dζ

1/p

≲ d−k/2 pk/2

∑
j∈I

∣∣∣R̃jf(z)
∣∣∣2
1/2

, (3.4.23)

which, together with (3.4.22) leads to

∥∥∥R̃∗f
∥∥∥
Lp(Cd)

≲ p∗pk/2

∥∥∥∥∥∥∥
∑

j∈I

∣∣∣R̃jf
∣∣∣2
1/2

∥∥∥∥∥∥∥
Lp(Cd)

.

Thus, (3.4.9) from Proposition 3.4.4 completes the proof of Theorem 3.4.2.

We finish this section with the proof of Theorem 3.4.1.

Proof of Theorem 3.4.1. Using (3.4.21), (3.4.7), and Minkowski’s integral inequality on the
space ℓ2({1, . . . , S};L∞(Q+)) we see that(

S∑
s=1

∣∣∣R̃∗fs(z)
∣∣∣2)1/2

≲ dk/2
∫
S2d−1

 S∑
s=1

(
H̃∗

ζ

[∑
j∈I

ζjR̃jfs

]
(z)

)2
1/2

dζ, z ∈ Cd.

Thus, another application of Minkowski’s integral inequality followed by Proposition 3.4.3

gives ∥∥∥∥∥∥
(

S∑
s=1

∣∣∣R̃∗fs

∣∣∣2)1/2
∥∥∥∥∥∥
Lp(Cd)

≲ p∗dk/2
∫
S2d−1

∥∥∥∥∥∥∥
 S∑

s=1

∣∣∣∣∑
j∈I

ζjR̃jfs

∣∣∣∣2
1/2

∥∥∥∥∥∥∥
Lp(Cd)

dζ.
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Using Khintchine’s inequality (3.2.19) followed by Hölder’s inequality on S2d−1 we see that∥∥∥∥∥∥
(

S∑
s=1

∣∣∣R̃∗fs

∣∣∣2)1/2
∥∥∥∥∥∥
Lp(Cd)

≲ p∗dk/2
∫
S2d−1

∫
Cd

∫ 1

0

∣∣∣∣ S∑
s=1

rs(ξ)
∑
j∈I

ζjR̃jfs(z)

∣∣∣∣p dξ dz
1/p

dζ

≲ p∗dk/2

∫
Cd

∫ 1

0

∫
S2d−1

∣∣∣∣∣∣
∑
j∈I

ζjR̃j

[ S∑
s=1

rs(ξ)fs(z)

]∣∣∣∣∣∣
p

dζ dξ dz

1/p

.

Finally, (3.4.23) followed by (3.4.9) from Proposition 3.4.4 and Khintchine’s inequality (3.2.18)
give∥∥∥∥∥∥
(

S∑
s=1

∣∣∣R̃∗fs

∣∣∣2)1/2
∥∥∥∥∥∥
Lp(Cd)

≲ p∗pk/2

∫
Cd

∫ 1

0

∑
j∈I

∣∣∣∣R̃j

[ S∑
s=1

rs(ξ)fs(z)

]∣∣∣∣2
p/2

dξ dz


1/p

≲ (p∗)2+k/2

(∫
Cd

∫ 1

0

∣∣∣∣∣
S∑

s=1

rs(ξ)fs(z)

∣∣∣∣∣
p

dξ dz

)1/p

≲ (p∗)5/2+k/2

∫
Cd

(
S∑

s=1

|fs|2
)p/2

dz

1/p

.

The proof of Theorem 3.4.1 is thus completed.

3.5 Restriction to the initial Riesz transforms

The purpose of this section is twofold. Firstly, we restrict the maximal operator R̃∗ acting
on Lp(Cd) to a maximal operator R∗ acting on Lp(Rd). This is done in a way which preserves
estimates for the norms. However, the restricted maximal operator R∗ is not the same as R∗.
Therefore, we need to estimate their difference, which is done in the second part of Section
3.5.

3.5.1 Bounding the restriction R∗ of R̃∗.

In the previous section in Theorems 3.4.1 and 3.4.2 we proved dimension-free estimates for
the operator R̃∗ acting on Lp(Cd). An approach similar to [26, Chapter 4] leads to dimension-
free estimates for the restriction of this operator to Lp(Rd) which we now describe.

To elaborate, for x ∈ Rd and t > 0 we define the restricted kernel Kt
j(x) by

Kt
j(x) = γ̃kSd−1

xj

|x|d+k

∫ ∞√
t2

|x|2
−1

rd−1

(1 + r2)d+k/2
dr, for |x| ⩽ t,

Kt
j(x) = Kt

j(x), for |x| > t.

(3.5.1)

Recall that Kt
j is the kernel given by (3.0.1) when Pj(x) = xj1 · · ·xjk , j ∈ I. A short
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computation based on (1.5.5), (3.0.5), and (3.0.6) gives, for x ̸= 0,

lim
t→0+

γ̃kSd−1
xj

|x|d+k

∫ ∞√
t2

|x|2
−1

rd−1

(1 + r2)d+k/2
dr

=
Γ(d+ k

2 )

πd/2Γ(k2 )Γ(
d
2)

∫ ∞

0

2rd−1

(1 + r2)d+k/2
dr · xj

|x|d+k
= γk

xj

|x|d+k
= Kj(x).

(3.5.2)

For f ∈ Lp(Rd) we let Rt
jf = f ∗ Kt

j and we define

Rtf =
∑
j∈I

Rt
jRjf

and
R∗f = sup

t∈Q+

∣∣Rtf
∣∣.

A transference argument leads to the two results below. The proofs of Theorems 3.5.1

and 3.5.2 are based on ideas from [26, Section 4]. However, compared to [26, Section 4] extra
difficulties arise. These complications stem from the fact that we need to restrict compositions
of singular integral operators instead of just one singular integral operator. Furthermore,
useful formulas for the multiplier symbols of R̃t

j or Rt
j are not available.

Theorem 3.5.1. Fix k ∈ N. For each p ∈ (1,∞) there is a constant A(p, k) independent of
the dimension d and such that for any S ∈ N we have∥∥∥∥∥∥

(
S∑

s=1

|R∗fs|2
)1/2

∥∥∥∥∥∥
Lp(Rd)

⩽ A(p, k)

∥∥∥∥∥∥
(

S∑
s=1

|fs|2
)1/2

∥∥∥∥∥∥
Lp(Rd)

,

whenever f1, . . . , fS ∈ Lp(Rd). Moreover, A(p, k) satisfies A(p, k) ≲k (p∗)5/2+k/2.

Theorem 3.5.2. Fix k ∈ N. For each p ∈ (1,∞) there is a constant B(p, k) independent of
the dimension d and such that

∥R∗f∥Lp(Rd) ⩽ B(p, k)∥f∥Lp(Rd),

whenever f ∈ Lp(Rd). Moreover, B(p, k) satisfies B(p, k) ≲k (p∗)2+k/2.

The restriction procedure from Theorems 3.4.1 and 3.4.2 to Theorems 3.5.1 and 3.5.2

will result in the kernels K̃j and K̃t
j defined in (3.4.1) being integrated over their imaginary

component iy in Rd. This is the origin of the kernel Kt
j as the next lemma justifies.

Lemma 3.5.3. For each t > 0 and x ∈ Rd it holds∫
Rd

K̃t
j(x+ iy) dy = Kt

j(x). (3.5.3)

Proof. To justify (3.5.3) consider two cases: |x| > t and |x| ⩽ t. In the first case, integrating
in polar coordinates in Rd and noting that

∫
Sd−1 Pj(x+ irω) dω = Pj(x) gives∫

Rd

K̃t
j(x+ iy) dy =

∫
y∈Rd : |x+iy|>t

γ̃k
Pj(x+ iy)

|x+ iy|2d+k
dy =

∫
Rd

γ̃k
Pj(x+ iy)

|x+ iy|2d+k
dy

= γ̃kSd−1Pj(x)

∫ ∞

0

rd−1(
|x|2 + r2

)d+k/2
dr = γ̃kSd−1

Pj(x)

|x|d+k

∫ ∞

0

rd−1

(1 + r2)d+k/2
dr

= Kj(x) = Kt
j(x) = Kt

j(x).
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In the fourth equality above we used change of the variables r → r|x| and then we used
(3.5.2). Similarly, in the second case |x| ⩽ t we obtain∫

y∈Rd : |x+iy|>t
γ̃k

Pj(x+ iy)

|x+ iy|2d+k
dy = γ̃kSd−1Pj(x)

∫ ∞
√

t2−|x|2

rd−1(
|x|2 + r2

)d+k/2
dr

= Kt
j(x),

where in the second equality we used the change of variable r → r|x|. Thus (3.5.3) is justified.

We first present the proof of Theorem 3.5.2. The proof of Theorem 3.5.1 is similar. We
merely need a technically more involved duality argument instead of (3.5.4) below and an
application of Theorem 3.4.1 instead of Theorem 3.4.2.

Proof of Theorem 3.5.2. By Lebesgue’s monotone convergence theorem we may restrict the
supremum to a finite set of positive numbers {t1, . . . , tN}, as long as our final estimate is
independent of N . Further, a density argument shows that it suffices to consider f ∈ S(Rd).

For F : Cd → C and u > 0 we let (δuF )(x+ iy) = F (x+ iuy) and define

R̃t,u(F )(x+ iy) := (δu−1 ◦ R̃t ◦ δu)(F )(x+ iy) = R̃t(δuF )(x+ iu−1y).

Using Theorem 3.4.2 it is straightforward to see that∥∥∥∥∥ sup
n=1,...,N

∣∣∣R̃tn,uF
∣∣∣∥∥∥∥∥

Lp(Cd)

⩽ B(p, k)∥F∥Lp(Cd).

Note that by duality between the spaces Lp(Cd; ℓ∞({t1, . . . , tN})) and Lq(Cd; ℓ1({t1, . . . , tN}))
the above inequality can be rewritten in the following equivalent form∣∣∣∣∣

N∑
n=1

⟨R̃tn,uF, Gn⟩L2(Cd)

∣∣∣∣∣ ⩽ B(p, k)∥F∥Lp(Cd)

∥∥∥∥∥
N∑

n=1

|Gn|

∥∥∥∥∥
Lq(Cd)

, (3.5.4)

where Gn ∈ Lq(Cd), n = 1, . . . , N .
Let η ∈ S(Rd) be a fixed function such that ∥η∥Lp(Rd) = 1 and take f ∈ S(Rd). Denoting

F (x+ iy) := (f ⊗ η)(x, y) = f(x) · η(y), x, y ∈ Rd

we claim that
lim

u→0+
⟨R̃t,uF, G⟩L2(Cd) = ⟨Rt(f)⊗ η, G⟩L2(Cd) (3.5.5)

for any function G ∈ S(Cd) and all t > 0.
Assume for a moment that the claim holds. Fix ε ∈ (0, 1) and let ψ ∈ S(Rd) be a function

of Lq(Rd) norm 1 and such that | ⟨η, ψ⟩L2(Rd) | ⩾ (1 − ε). Take gn ∈ S(Rd), n = 1, . . . , N .
Then, substituting F = f ⊗ η and Gn = gn ⊗ ψ in (3.5.4) we have∣∣∣∣∣

N∑
n=1

⟨R̃tn,u(f ⊗ η), gn ⊗ ψ⟩L2(Cd)

∣∣∣∣∣ ⩽ B(p, k)∥f ⊗ η∥Lp(Cd)

∥∥∥∥∥
N∑

n=1

|gn ⊗ ψ|

∥∥∥∥∥
Lq(Cd)

.
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At this point claim (3.5.5) implies∣∣∣∣∣
N∑

n=1

⟨Rtnf, gn⟩L2(Rd)

∣∣∣∣∣∣∣∣⟨η, ψ⟩L2(Rd)

∣∣∣ ⩽ B(p, k)∥f∥Lp(Rd)

∥∥∥∥∥
N∑

n=1

|gn|

∥∥∥∥∥
Lq(Rd)

.

Now, using duality between the spaces Lp(Rd; ℓ∞({t1, . . . , tN})) and Lq(Rd; ℓ1({t1, . . . , tN}))
together with the density of Schwartz functions in Lq(Rd) we conclude that

(1− ε)

∥∥∥∥∥ sup
n=1,...,N

∣∣Rtnf
∣∣∥∥∥∥∥

Lp(Rd)

⩽ B(p, k)∥f∥Lp(Rd).

Since ε ∈ (0, 1) was arbitrary this completes the proof of Theorem 3.5.2.
It remains to verify claim (3.5.5). Since R̃t =

∑
j∈I R̃

t
jR̃j it is easy to see that

R̃t,uF =
∑
j∈I

R̃t,u
j R̃u

jF,

where, for F = f ⊗ η, we denote

R̃t,u
j (F )(x+ iy) = R̃t

j(δuF )(x+ iu−1y), R̃u
j (F )(x+ iy) = R̃j(δuF )(x+ iu−1y).

Thus, it is enough to justify that

lim
u→0+

⟨R̃t,u
j R̃u

jF, G⟩L2(Cd) = ⟨(Rt
jRjf)⊗ η, G⟩L2(Cd) (3.5.6)

for j ∈ I, t > 0, and G ∈ S(Cd).
Fix j ∈ I and t > 0 and denote by mt and m the multiplier symbols on Cd corresponding

to the operators R̃t
j and R̃j , respectively. Then δu(mt) and δu(m) are the multiplier symbols

corresponding to the operators R̃t,u
j and R̃u

j , respectively. Thus, identifying Cd with R2d,
taking the Fourier transform on R2d, and using Plancherel’s theorem we see that

⟨R̃t,u
j R̃u

jF, G⟩L2(Cd) = ⟨δu(m)δu(m
t)F [F ],F [G]⟩L2(Cd). (3.5.7)

By formula (3.0.3) (applied on R2d) and definitions (3.4.1), (3.4.2) for Pj(z) := zj = zj1 · · · zjk
we have

δu(m)(ξ, τ) = (−i)kPj(ξ + iuτ)

|ξ + iuτ |k
,

for ξ, τ ∈ Rd. Hence, for ξ ̸= 0 and τ ∈ Rd it holds that limu→0+ m(ξ, uτ) = m(ξ, 0) =

(−i)k Pj(ξ)

|ξ|k
. Another application of (3.0.3) (this time on Rd) shows that the function m0(ξ) :=

m(ξ, 0) is the multiplier symbol of the operator Rj acting on L2(Rd).
Since the operators R̃t

j and R̃j are both bounded on L2(Cd) the functions δu(m) and
δu(m

t) are in L∞(Cd) uniformly in u > 0. Thus, coming back to (3.5.7) and using Lebesgue’s
dominated convergence theorem we see that

lim
u→0+

⟨R̃t,u
j R̃u

jF, G⟩L2(Cd) = lim
u→0+

⟨δu(mt)F [F ], m0F [G]⟩L2(Cd),

provided the limit on the right hand side exists. By definition ofm0 applying again Plancherel’s
theorem we obtain

lim
u→0+

⟨R̃t,u
j R̃u

jF, G⟩L2(Cd) = lim
u→0+

⟨R̃t,u
j F, (Rj ⊗ I)∗G⟩L2(Cd), (3.5.8)
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provided the limit on the right hand side exists. In the above formula Rj ⊗ I denotes the
operator Rj acting only on the Rd coordinates of a function defined on Cd and the adjoint is
taken with respect to the inner product on L2(Cd). Now, if we justify that

lim
u→0+

⟨R̃t,u
j F, (Rj ⊗ I)∗G⟩L2(Cd) = ⟨Rt

j(f)⊗ η, (Rj ⊗ I)∗G⟩L2(Cd) (3.5.9)

and use the formula

⟨Rt
j(f)⊗ η, (Rj ⊗ I)∗G⟩L2(Cd) = ⟨(Rt

jRjf)⊗ η, G⟩L2(Cd)

together with (3.5.8), then we will complete the proof of claim (3.5.6).
Since the operators R̃t,u

j are bounded on L2(Cd) uniformly with respect to u > 0, to prove
(3.5.9) it suffices to show that

lim
u→0+

⟨R̃t,u
j F, G̃ ⟩L2(Cd) = ⟨Rt

j(f)⊗ η, G̃⟩L2(Cd), (3.5.10)

where G̃ ∈ S(Cd), and use the density of Schwartz functions in L2(Cd). For z = x + iy,
x, y ∈ Rd, we have

R̃t,u
j (F )(z) = R̃t,u

j (f ⊗ η)(z) = u−dδu−1(K̃t
j) ∗ (f ⊗ η)(z)

=

∫
Rd

f(x− x′)

∫
y′∈Rd : |x′+iu−1y′|>t

γ̃ku
−d Pj(x

′ + iu−1y′)

|x′ + iu−1y′|2d+k
η(y − y′) dy′ dx′

=

∫
Rd

∫
y′∈Rd : |x′+iy′|>t

f(x− x′) γ̃k
Pj(x

′ + iy′)

|x′ + iy′|2d+k
η(y − uy′) dy′ dx′.

(3.5.11)

Moreover, we will show that for fixed t > 0 it holds

f(x− x′)γ̃k
Pj(x

′ + iy′)

|x′ + iy′|2d+k
1|x′+iy′|>t ∈ L1(Cd). (3.5.12)

uniformly in x ∈ Rd. Recall that Pj is a homogeneous polynomial of degree k and that f is a
Schwartz function. Hence∫

Rd

∫
|x′+iy′|>t

∣∣∣∣∣f(x− x′)
Pj(x

′ + iy′)

|x′ + iy′|2d+k

∣∣∣∣∣ dy′ dx′ ≲
∫
Rd

∫
|x′+iy′|>t

|f(x− x′)|
|x′ + iy′|2d

dy′ dx′

⩽
∫
Rd

∣∣f(x− x′)
∣∣(∫

|y′|⩽t

dy′

t2d
+

∫
|y′|>t

dy′

|y′|2d

)
dx′ ≲t,d ∥f∥1.

Hence, taking the limit as u→ 0+ in (3.5.11) and using Lebesgue’s dominated convergence
theorem followed by Lemma 3.5.3 we obtain

lim
u→0+

R̃t,u
j (F )(z) = η(y)

∫
Rd

f(x− x′)

∫
y′∈Rd : |x′+iy′|>t

γ̃k
Pj(x

′ + iy′)

|x′ + iy′|2d+k
dy′ dx′

= η(y)

∫
Rd

f(x− x′)Kt
j(x

′) dx′ = η(y)Rt
jf(x) = (Rt

j(f)⊗ η)(x, y),

(3.5.13)

for x, y ∈ Rd. Moreover, another application of (3.5.12) shows that R̃t,u
j (F ) ∈ L∞(Cd)

uniformly in u > 0. Now, since G̃ ∈ S(Cd) using again Lebesgue’s dominated convergence
theorem followed by (3.5.13) we reach

lim
u→0+

⟨R̃t,u
j F, G̃ ⟩L2(Cd) = ⟨ lim

u→0+
R̃t,u

j F, G̃ ⟩L2(Cd) = ⟨Rt
j(f)⊗ η, G̃⟩L2(Cd).

69:10913



3.5. RESTRICTION TO THE INITIAL RIESZ TRANSFORMS 62

This justifies (3.5.10), hence, also claim (3.5.6). The proof of Theorem 3.5.2 is thus completed.

Now we prove Theorem 3.5.1. Note that we will use claim (3.5.5) justified in the proof of
Theorem 3.5.2.

Proof of Theorem 3.5.1. By Lebesgue’s monotone convergence theorem we may restrict the
supremum in the definition of R∗ to a finite set of positive numbers {t1, . . . , tN}, as long as
our final estimate is independent of N . Further, a density argument shows that it suffices to
consider f1, . . . , fS ∈ S(Rd).

For F : Cd → C and u > 0 we let (δuF )(x+ iy) = F (x+ iuy) and define

R̃t,u(F )(x+ iy) := (δu−1 ◦ R̃t ◦ δu)(F )(x+ iy) = R̃t(δuF )(x+ iu−1y).

Using Theorem 3.4.1 it is straightforward to see that∥∥∥∥∥∥
(

S∑
s=1

sup
n=1,...,N

∣∣∣R̃tn,uFs

∣∣∣2)1/2
∥∥∥∥∥∥
Lp(Cd)

⩽ A(p, k)

∥∥∥∥∥∥
(

S∑
s=1

|Fs|2
)1/2

∥∥∥∥∥∥
Lp(Cd)

.

Note that by duality between the spaces Lp(Cd;E∞) and Lq(Cd;E1), where

E∞ = ℓ2 ({1, . . . , S}; ℓ∞({t1, . . . , tN})) and E1 = ℓ2
(
{1, . . . , S}; ℓ1({t1, . . . , tN})

)
,

the above inequality can be rewritten in the following equivalent form∣∣∣∣∣
S∑

s=1

N∑
n=1

⟨R̃tn,uFs, Gn,s⟩L2(Cd)

∣∣∣∣∣
⩽ A(p, k)

∥∥∥∥∥∥
(

S∑
s=1

|Fs|2
)1/2

∥∥∥∥∥∥
Lp(Cd)

∥∥∥∥∥∥∥
 S∑

s=1

(
N∑

n=1

|Gn,s|

)2
1/2

∥∥∥∥∥∥∥
Lq(Cd)

, (3.5.14)

where Gn,s ∈ Lq(Cd, E1).
Let η ∈ S(Rd) be a fixed function such that ∥η∥Lp(Rd) = 1, take f1, . . . , fS ∈ S(Rd) and

denote

Fs(x+ iy) := (fs ⊗ η)(x, y) = fs(x) · η(y), x, y ∈ Rd, s = 1, . . . , S.

Fix ε ∈ (0, 1) and let ψ ∈ S(Rd) be a function of Lq(Rd) norm 1 and such that | ⟨η, ψ⟩L2(Rd) | ⩾
(1 − ε). Take gn,s ∈ S(Rd), n = 1, . . . , N , s = 1, . . . , S. Then, substituting Fs = fs ⊗ η and
Gn,s = gn,s ⊗ ψ in (3.5.14) we have∣∣∣∣∣

S∑
s=1

N∑
n=1

⟨R̃tn,u(fs ⊗ η), gn,s ⊗ ψ⟩L2(Cd)

∣∣∣∣∣
⩽ A(p, k)

∥∥∥∥∥∥
(

S∑
s=1

|fs ⊗ η|2
)1/2

∥∥∥∥∥∥
Lp(Cd)

∥∥∥∥∥∥∥
 S∑

s=1

(
N∑

n=1

|gn,s ⊗ ψ|

)2
1/2

∥∥∥∥∥∥∥
Lq(Cd)

.
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At this point claim (3.5.5) from the previous proof implies∣∣∣∣∣
S∑

s=1

N∑
n=1

⟨Rtnfs, gn,s⟩L2(Rd)

∣∣∣∣∣∣∣∣⟨η, ψ⟩L2(Rd)

∣∣∣
⩽ A(p, k)

∥∥∥∥∥∥
(

S∑
s=1

|fs|2
)1/2

∥∥∥∥∥∥
Lp(Rd)

∥∥∥∥∥∥∥
 S∑

s=1

(
N∑

n=1

|gn,s|

)2
1/2

∥∥∥∥∥∥∥
Lq(Rd)

.

Now, using duality between the spaces Lp(Rd;E∞) and Lq(Rd;E1) together with the density
of Schwartz function in Lq(Rd) we conclude that

(1− ε)

∥∥∥∥∥∥
(

S∑
s=1

sup
n=1,...,N

∣∣Rtnfs
∣∣2)1/2

∥∥∥∥∥∥
Lp(Rd)

⩽ A(p, k)

∥∥∥∥∥∥
(

S∑
s=1

|fs|2
)1/2

∥∥∥∥∥∥
Lp(Rd)

.

Since ε ∈ (0, 1) was arbitrary this completes the proof of Theorem 3.5.1.

3.5.2 Bounding the difference between Rt and Rt

Define the difference kernels on Rd by

Et
j(x) := Kt

j(x)−Kt
j(x). (3.5.15)

Recall that by definitions (3.0.1) of Kt
j and (3.5.1) of Kt

j we have Et
j(x) = −Kt

j(x) if |x| ⩽ t

and Et
j(x) = 0 if |x| > t. We let Dj be the operator on Lp(R) given by Dt

jf = Et
j ∗ f and

define
Dtf =

∑
j∈I

Dt
jRjf, D∗f = sup

t∈Q+

∣∣Dtf
∣∣. (3.5.16)

Clearly,
Rt = Rt +Dt,

so using Theorems 3.5.1 and 3.5.2 we reduce Theorems 3.3.2 and 3.3.3 to the following two
statements.

Theorem 3.5.4. Fix k ∈ N. For each p ∈ (1,∞) there is a constant A(p, k) independent of
the dimension d and such that for any S ∈ N we have∥∥∥∥∥∥

(
S∑

s=1

|D∗fs|2
)1/2

∥∥∥∥∥∥
Lp(Rd)

⩽ A(p, k)

∥∥∥∥∥∥
(

S∑
s=1

|fs|2
)1/2

∥∥∥∥∥∥
Lp(Rd)

,

whenever f1, . . . , fS ∈ Lp(Rd). Moreover, A(p, k) satisfies A(p, k) ≲k (p∗)5/2+k/2.

Theorem 3.5.5. Fix k ∈ N. For each p ∈ (1,∞) there is a constant B(p, k) independent of
the dimension d and such that

∥D∗f∥Lp(Rd) ⩽ B(p, k)∥f∥Lp(Rd),

whenever f ∈ Lp(Rd). Moreover, B(p, k) satisfies B(p, k) ≲k (p∗)2+k/2.
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The proofs of the above two theorems will follow the scheme of the proofs of Theorems
3.4.1 and 3.4.2. The main difference lies in the application of the method of rotations. It has
to be appropriate for the operator Dt. For t > 0 we let It be the function on (0,∞) given by

It(r) = 1(0,t)(r)

∫ ∞√
t2

r2
−1

sd−1

(1 + s2)d+k/2
ds, r > 0. (3.5.17)

Using the definitions (3.5.1) and (3.5.15) and integrating in polar coordinates in Rd we
obtain

−Dt
jf(x) =

∫
Rd

γ̃kSd−1
yj

|y|d+k
It(|y|)f(x− y) dy

= γ̃kS
2
d−1

∫ t

0

∫
Sd−1

ωj

r
It(r)f(x− rω) dω dr

= γkSd−1

∫
Sd−1

ωjHt
ωf(x) dω =

2Γ
(
k+d
2

)
Γ
(
k
2

)
Γ
(
d
2

) ∫
Sd−1

ωjHt
ωf(x) dω,

(3.5.18)

where

Ht
ωf(x) =

γ̃k
γk
Sd−1

∫ t

0
It(r)

f(x− rω)

r
dr. (3.5.19)

Let now H∗
ωf(x) = supt∈Q+

∣∣Ht
ωf(x)

∣∣. The next proposition serves as a replacement for
Proposition 3.4.3.

Proposition 3.5.6. For each 1 < p <∞ we have∥∥∥∥∥∥
(

S∑
s=1

|H∗
ωfs|

2

)1/2
∥∥∥∥∥∥
Lp(Rd)

≲ p∗

∥∥∥∥∥∥
(

S∑
s=1

|fs|2
)1/2

∥∥∥∥∥∥
Lp(Rd)

(3.5.20)

uniformly in ω ∈ Sd−1 and the dimension d.

Proof. For f : Rd → C, ω ∈ Sd−1 and t > 0 we let

Mt
ωf(x) =

1

t

∫ t

−t
|f(x− rω)| dr, M∗

ωf(x) = sup
t>0

∣∣Mt
ωf(x)

∣∣,
be the directional Hardy–Littlewood averaging operator and the directional Hardy–Littlewood
maximal function. Using Fubini’s theorem and one-dimensional estimates for the Hardy–
Littlewood maximal function, see e.g. [22, Theorem 5.6.6], we obtain∥∥∥∥∥∥

(
S∑

s=1

|M∗
ωfs|

2

)1/2
∥∥∥∥∥∥
Lp(Rd)

≲ p∗

∥∥∥∥∥∥
(

S∑
s=1

|fs|2
)1/2

∥∥∥∥∥∥
Lp(Rd)

,

uniformly in ω ∈ Sd−1. Thus, to prove (3.5.20) it suffices to show the pointwise estimate

Ht
ωf(x) ≲ Mt

ωf(x)

uniformly in x ∈ Rd, ω ∈ Sd−1, with implicit constants independent of the dimension.
This bound will follow if we justify that

γ̃k
γk
Sd−1

It(r)

r
≲

1

t
, (3.5.21)
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with the implicit constant being uniform in t > 0, 0 ⩽ r ⩽ t, and the dimension d. Note that
for s ⩾ ( t

2

r2
− 1)1/2 we have 1

r ⩽
√
s2+1
t . Hence, recalling (3.5.17) and using (3.0.6) we obtain

γ̃k
γk
Sd−1

It(r)

r
⩽
γ̃k
γk
Sd−1

1

t

∫ ∞√
t2

r2
−1

sd−1

(1 + s2)d+(k−1)/2
ds

⩽ Sd−1
γ̃k
γk

1

t

∫ ∞

0

sd−1

(1 + s2)d+(k−1)/2
ds = Sd−1

γ̃k
γk

Γ
(
d+k−1

2

)
Γ
(
d
2

)
2Γ
(
d+ k−1

2

) · 1
t
.

Applying (1.5.5) and (3.0.5) we reach

Sd−1
γ̃k
γk

It(r)

r
⩽

2πd/2

Γ
(
d
2

) Γ(d+ k
2 )

πd/2Γ
(
d+k
2

) Γ (d+k−1
2

)
Γ
(
d
2

)
2Γ
(
d+ k−1

2

) · 1
t

=
Γ(d+ k

2 )

Γ
(
d+ k−1

2

) · Γ (d+k−1
2

)
Γ
(
d+k
2

) · 1
t
.

Since k is fixed, using (1.5.3) we conclude that

Sd−1
γ̃k
γk

It(r)

r
≲

(
d+ k−1

2

)1/2(
d
2 + k−1

2

)1/2 · 1
t
≲

1

t
.

Thus, we completed the proof of (3.5.21) and hence also the proof of Proposition 3.5.6.

We will also need vector-valued estimates for {Rj(fs)}, j ∈ I, s = 1, . . . , d. The following
proposition can be deduced from Proposition 3.4.4 if we proceed along the lines of [26, Section
4].

Proposition 3.5.7. For each 1 < p <∞ we have∥∥∥∥∥∥∥
 S∑

s=1

∑
j∈I

|Rjfs|2
1/2

∥∥∥∥∥∥∥
Lp(Rd)

≲ p∗p1/2q
k+1
2

∥∥∥∥∥∥
(

S∑
s=1

|fs|2
)1/2

∥∥∥∥∥∥
Lp(Rd)

, (3.5.22)

∥∥∥∥∥∥∥
∑

j∈I
|Rjf |2

1/2
∥∥∥∥∥∥∥
Lp(Rd)

≲ p∗qk/2∥f∥Lp(Rd), (3.5.23)

uniformly in the dimension d.

Proof. In contrast to the proofs of Theorem 3.5.1 and Theorem 3.5.2 here we apply the
methods from [26, Section 4] in a direct way. Therefore we shall be brief. Let n = k = d and
identify Cd with R2d.

For the proof (3.5.22) we take E = ℓ2({1, . . . , S}) and F = ℓ2({1, . . . , S} × I). The
operator T is defined by

T({fs}s=1,...,S) = {R̃j(fs)}(s,j)∈{1,...,S}×I .

Using (3.0.3) for P (z) = zj1 · · · zjk one can check that the restricted operator T0 is then

T0({fs}s=1,...,S) = {Rj(fs)}(s,j)∈{1,...,S}×I .
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Hence, [26, eq. (45)] together with (3.4.8) lead to (3.5.22).
The proof of (3.5.23) is similar. We take E = C and F = ℓ2(I). The operators T and

T0 are defined as above. The desired inequality follows from [26, eq. (45)] together with
(3.4.9).

We are finally ready to justify Theorems 3.5.4 and 3.5.5. At this point the proofs mimic
the corresponding proofs of Theorems 3.4.1 and 3.4.2.

Proof of Theorem 3.5.4. We proceed analogously to the proof of Theorem 3.4.1 on p. 56,
nevertheless we present the proof for completeness.

Observe that it follows from (3.5.16) and (3.5.18) that

Dtf(x) = −
2Γ
(
k+d
2

)
Γ
(
k
2

)
Γ
(
d
2

) ∫
Sd−1

Ht
ω

∑
j∈I

ωjRjf

 (x) dω. (3.5.24)

Using this identity, estimate (3.4.7) with d
2 in place of d, and Minkowski’s integral inequal-

ity on the space ℓ2({1, . . . , S};L∞(Q+)) we see that

(
S∑

s=1

|D∗fs(x)|2
)1/2

≲ dk/2
∫
Sd−1

 S∑
s=1

(
H∗

ω

[∑
j∈I

ωjRjfs

]
(x)

)2
1/2

dω, x ∈ Rd.

Thus, another application of Minkowski’s integral inequality followed by Proposition 3.5.6

gives ∥∥∥∥∥∥
(

S∑
s=1

|D∗fs|2
)1/2

∥∥∥∥∥∥
Lp(Rd)

≲ p∗dk/2
∫
Sd−1

∥∥∥∥∥∥∥
 S∑

s=1

∣∣∣∣∑
j∈I

ωjRjfs

∣∣∣∣2
1/2

∥∥∥∥∥∥∥
Lp(Rd)

dω.

Using Khintchine’s inequality (3.2.19) followed by Hölder’s inequality on Sd−1 we see that∥∥∥∥∥∥
(

S∑
s=1

|D∗fs|2
)1/2

∥∥∥∥∥∥
Lp(Rd)

≲ p∗dk/2
∫
Sd−1

∫
Rd

∫ 1

0

∣∣∣∣ S∑
s=1

rs(ξ)
∑
j∈I

ωjRjfs(x)

∣∣∣∣p dξ dx
1/p

dω

≲ p∗dk/2

∫
Rd

∫ 1

0

∫
Sd−1

∣∣∣∣∣∣
∑
j∈I

ωjRj

[ S∑
s=1

rs(ξ)fs(x)

]∣∣∣∣∣∣
p

dω dξ dx

1/p

.

Since for fixed x and ξ the function ω 7→
∑

j∈I ωjRj

[∑S
s=1 rs(ξ)fs(x)

]
belongs to Hd

k, apply-

ing Lemma 3.2.3 we obtain∫
Sd−1

∣∣∣∣∣∣
∑
j∈I

ωjRj

[ S∑
s=1

rs(ξ)fs(x)

]∣∣∣∣∣∣
p

dω

1/p

≲ pk/2

∫
Sd−1

∣∣∣∣∣∣
∑
j∈I

ωjRj

[ S∑
s=1

rs(ξ)fs(x)

]∣∣∣∣∣∣
2

dω

1/2

.
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Then we use orthogonality of the functions ωj with respect to the inner product on Sd−1 and
an estimate for their L2 norms similar to (3.4.14), followed by (3.5.23) from Proposition 3.5.7

and Khintchine’s inequality (3.2.18) to get∥∥∥∥∥∥
(

S∑
s=1

|D∗fs|2
)1/2

∥∥∥∥∥∥
Lp(Rd)

≲ p∗pk/2dk/2

∫
Rd

∫ 1

0

∑
j∈I

∣∣∣∣Rj

[ S∑
s=1

rs(ξ)fs(x)

]∣∣∣∣2
p/2

dξ dx


1/p

≲ (p∗)2+k/2

(∫
Rd

∫ 1

0

∣∣∣∣∣
S∑

s=1

rs(ξ)fs(x)

∣∣∣∣∣
p

dξ dx

)1/p

≲ (p∗)5/2+k/2

∫
Rd

(
S∑

s=1

|fs|2
)p/2

dx

1/p

.

The proof of Theorem 3.5.4 is thus completed.

Proof of Theorem 3.5.5. We proceed analogously to the proof of Theorem 3.4.2 on p. 55.
Using (3.5.24) and (3.4.7) with d

2 in place of d we see that

|D∗f(x)| ≲ dk/2
∫
Sd−1

H∗
ω

∑
j∈I

ωjRjf

 (x) dω, x ∈ Rd.

Hence, Minkowski’s integral inequality followed by Proposition 3.5.6 show that

∥D∗f∥Lp(Rd) ≲ p∗dk/2
∫
Sd−1

∥∥∥∥∥∥
∑
j∈I

ωjRjf

∥∥∥∥∥∥
Lp(Rd)

dω.

Using Hölder’s inequality and Fubini’s theorem we obtain

∥D∗f∥Lp(Rd) ≲ p∗dk/2

∫
Rd

∫
Sd−1

∣∣∣∣∣∣
∑
j∈I

ωjRjf(x)

∣∣∣∣∣∣
p

dω dx

1/p

. (3.5.25)

Since for fixed x the function ω 7→
∑

j∈I ωjRjf(x) belongs to Hd
k, applying Lemma 3.2.3 we

obtain ∫
Sd−1

∣∣∣∣∣∣
∑
j∈I

ωjRjf(x)

∣∣∣∣∣∣
p

dω

1/p

≲ pk/2

∫
Sd−1

∣∣∣∣∣∣
∑
j∈I

ωjRjf(x)

∣∣∣∣∣∣
2

dω

1/2

.

Using orthogonality of ωj and a version of (3.4.14) for ωj we thus see that∫
Sd−1

∣∣∣∣∣∣
∑
j∈I

ωjRjf(x)

∣∣∣∣∣∣
p

dω

1/p

≲ d−k/2 pk/2

∑
j∈I

|Rjf(x)|2
1/2

,

which, together with (3.5.25) leads to

∥D∗f∥Lp(Rd) ≲ p∗pk/2

∥∥∥∥∥∥∥
∑

j∈I
|Rjf |2

1/2
∥∥∥∥∥∥∥
Lp(Rd)

.

Thus, (3.5.23) from Proposition 3.5.7 completes the proof of Theorem 3.5.5.
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Riesz transforms associated with
Schrödinger operators
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Chapter 4

Lp estimates for Riesz transforms
associated with Schrödinger operators

In the second part of the dissertation we consider a class of Riesz transforms related to
the Schrödinger operator

L = −1

2
∆ + V,

where ∆ is the Laplacian on Rd and V is a non-negative locally integrable function called
the potential. The operator L is rigorously defined via quadratic forms, see Section 4.1. The
Riesz transforms are formally given for a > 0 by

Ra
V f(x) = V a(x) ·

(
−1

2∆+ V
)−a

f(x) =
V a(x)

Γ(a)
·
∫ ∞

0
e−tLf(x) ta−1 dt, (4.0.1)

where e−tL is the semigroup generated by L.
In this chapter we consider a wide range of potentials and prove results on Lp boundedness

of the operators Ra
V with norm estimates which depend on the dimension d, unlike in other

chapters of the dissertation. In Chapter 5 we focus on a specific class of potentials which lets
us obtain dimension-free estimates of the Lp norm of Ra

V .
There are two main results in this chapter. First we consider a general locally integrable

potential and prove Lp boundedness of the Riesz transform associated with it, namely

Theorem 4.0.1. Let V ∈ L1
loc and take p ∈ (1, 2]. Then for all 0 ⩽ a ⩽ 1

p the Riesz transform
Ra

V is bounded on Lp.

The theorem generalizes several earlier results described in Section 1.3.2. It is derived as
a consequence of the endpoint bounds for R1/2

V on L2, see Proposition 4.1.3 and for R1
V on L1

([2, Theorem 4.3], see also [21, 27]) together with the interpolation result given below.

Theorem 4.0.2. Let 0 < a0 < a1. Assume that V ∈ L1
loc is such that Ra1

V is bounded on Lp1

for some p1 ∈ [1,∞) and Ra0
V is bounded on L1. Then, Ra

V is bounded on Lp for every p and
a such that 1

p = θ + 1−θ
p1

and a = θa0 + (1− θ)a1 with some θ ∈ (0, 1).

The other results concern L∞ and L1 boundedness ofRa
V for specific classes of non-negative

potentials V , for which we assume a certain condition relating the value V (x) and the speed
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at which V (y) decreases for y in a ball around x. The main classes of potentials to which our
results apply are given in the following theorem. In order to make the presentation clearer,
we will say that some property holds globally if there is a compact set F ⊆ Rd such that the
property holds for almost all x ∈ Rd \ F .

Theorem 4.0.3. Let V : Rd → [0,∞) be a function in L∞
loc(Rd). Then in all the three cases

1. V (x) ≈ 1 globally
2. For some α > 0 we have V (x) ≈ |x|α globally
3. For some β > 1 we have V (x) ≈ β|x| globally

each of the Riesz transforms Ra
V , a > 0, is bounded on L∞ and on L1.

In the proof of the above theorem we first use the positivity-preserving property of the
semigroup e−tL so that we only need to bound the quantity

Ra
V (1)(x) = V a(x) ·

∫ ∞

0
e−tL(1)(x) ta−1 dt.

We estimate it using the Feynman–Kac formula

e−tL(1)(x) = Ex

[
e−

∫ t
0 V (Xs) ds

]
by splitting the underlying probability space into events relating the value of V (Xs) and V (x)

in a way which facilitates the estimates and which was described in Section 1.4.
The case of L1 estimates is similar, but more complex. First we use duality between the

spaces L1 and L∞ in order to reduce the task of estimating the L1 norm of the operator
Ra

V = V aL−a to estimating the L∞ norm of the operator L−aV a. Similarly to the previous
case, we use the positivity-preserving property of L−a and we remain with the goal of bounding
the quantity

L−a(V a)(x) =
1

Γ(a)

∫ ∞

0
e−tL(V a)(x) ta−1 dt

by a constant independent of x.
Before we move on to the proof we establish notations used in this chapter.

1. We say that f is a finitely simple function if it is a simple function supported in a
compact subset of Rd. Such functions are clearly dense in Lp, 1 ⩽ p <∞.

The space of smooth compactly supported functions on Rd is denoted by C∞
c .

2. For x ∈ Rd and r > 0 we denote by B(x, r) := {y ∈ Rd : |x− y| ⩽ r} the closed
Euclidean ball of radius r.

For a Lebesgue-measurable subset A ⊆ Rd we denote by |A| its Lebesgue measure.

3. For a random variable X defined on a probability space (Ω,F ,P) and A ⊆ R we denote
P(X ∈ A) := P ({ω ∈ Ω : X(ω) ∈ A}). We abbreviate almost everywhere and almost
every to a.e.
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4. The symbol C∆ stands for a constant that possibly depends on ∆ > 0. We write C
without a subscript when the constant is universal in the sense that it may depend only
on the dimension d and the parameter a of the Riesz transform.

5. For two quantities A and B we write A ≲ B if A ⩽ CB for some constant C > 0 which
may depend on d and a. If both A ≲ B and B ≲ A hold, then we write A ≈ B.

If A and B are functions on Rd, then A ≲ B means that A ⩽ CB for almost all x ∈ Rd.

For two functions A and B on Rd we write A ⩽g B if A(x) ⩽ B(x) for almost all x /∈ F

for some compact set F . The same convention applies to the symbols ≲ and ≈.

4.1 Definitions and general results on Lp for 1 ⩽ p < ∞

The main goal of this section is to define the Riesz transforms Ra
V , a > 0, on Lp and

to prove Lp boundedness results for these operators valid for general classes of non-negative
potentials V . Throughout this section we take 1 ⩽ p < ∞. The case of p = ∞ is addressed
in the next section.

Our general definition on Lp will be based on semigroups related to −1
2∆+V that are given

by the spectral theorem. Let V ∈ L1
loc be an a.e. non-negative potential. This assumption is

in force throughout the chapter even if this is not stated explicitly. Whenever we write V (x)

we mean the value at x of a particular representative of the equivalence class of V in the space
L1
loc. The same is true for any expression in which similar ambiguity may arise. We follow

closely the approach in [2, Section 3] (see also [11]) and define the Schrödinger operator L via
quadratic forms. Consider the sesquilinear form

Q(u, v) =

∫
Rd

1
2 ⟨∇u,∇v⟩+ V uv (4.1.1)

on the domain
Dom(Q) = {f ∈ L2 : ∇f ∈ L2 and V 1/2f ∈ L2},

where ∇f denotes the distributional gradient of f . We equip the domain with the norm

∥f∥V =

(
∥f∥22 +

1
2∥∇f∥

2
2 +

∥∥∥V 1/2f
∥∥∥2
2

)1/2

,

which turns it into a Hilbert space with C∞
c (Rd) as a dense subspace. Since Q is bounded

below and non-negative, there is a unique positive self-adjoint operator L such that

⟨Lu, v⟩ = Q(u, v), u ∈ Dom(L), v ∈ Dom(Q)

and its square root L1/2, defined on Dom(L1/2) = Dom(Q), satisfies∥∥∥L1/2f
∥∥∥2
2
= 1

2∥∇f∥
2
2 +

∥∥∥V 1/2f
∥∥∥2
2
, f ∈ C∞

c (Rd). (4.1.2)

By [2, Section 3] the semigroup e−tL is positivity-preserving and pointwise dominated by the
heat semigroup, hence it is a contraction on Lp for 1 ⩽ p ⩽ ∞.
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Let a > 0. For f ∈ Lp, 1 ⩽ p <∞, and ε > 0 we define

(L+ εI)−af :=
1

Γ(a)

∫ ∞

0
e−tLf ta−1e−εt dt, (4.1.3)

Since the semigroup e−tL is a strongly continuous semigroup of contractions on Lp, the integral
in (4.1.3) is well defined as a Bochner integral on Lp. It is also not hard to see that for f ∈ L2

the operator defined by (4.1.3) coincides with (L + εI)−a given by the spectral theorem.
Moreover, if f is an a.e. non-negative function in Lp then

L−af(x) := lim
ε→0+

1

Γ(a)

∫ ∞

0
e−tLf(x) ta−1e−εt dt, (4.1.4)

exists x-a.e. as a monotone pointwise limit, although it may be infinite. In either case

L−af(x) =
1

Γ(a)

∫ ∞

0
e−tLf(x) ta−1 dt (4.1.5)

by the monotone convergence theorem. For a > 0 and a non-negative function f ∈ Lp we let

Ra
V f(x) := V a(x)L−af(x), x ∈ Rd. (4.1.6)

This is well defined x-a.e. though possibly equal to infinity. Additionally, for a = 0 we set R0
V

to be the identity operator.

Definition 4.1.1. Let 1 ⩽ p <∞ and a > 0. We say that the Riesz transform Ra
V is bounded

on Lp if there is a constant C > 0 such that

∥Ra
V f∥p ⩽ C∥f∥p, (4.1.7)

for all non-negative finitely simple functions f ∈ Lp.

Note that if Ra
V is bounded on Lp, then for each finitely simple function f the quantity

Ra
V |f | given by (4.1.6) is finite for a.e. x ∈ Rd. Since

∣∣e−tLf
∣∣ ⩽ e−tL|f | we see that in this

case
V a(x)

∫ ∞

0
e−tLf(x) ta−1 dt

is finite x-a.e.. Thus, whenever Ra
V is bounded on Lp the integral above is a natural definition

of Ra
V f , first for finitely simple functions and then, by density, for arbitrary functions in Lp.

Using Stein’s complex interpolation theorem and functional calculus for symmetric con-
traction semigroups [10] we now prove an interpolation result for the operators Ra

V . Similar
method was applied in [2, Section 6], where the authors proved the Lp boundedness of R1/2

V

for 1 < p < 2(q + ε) by using Stein’s complex interpolation theorem together with the Lp

boundedness of R1
V . They considered non-negative potentials belonging to a reverse Hölder

class Bq.

Theorem 4.1.1. Let 0 ⩽ a0 < a1. Assume that V ∈ L1
loc is an a.e. non-negative potential

such that Ra0
V is bounded on Lp0 and Ra1

V is bounded on Lp1 for some p0, p1 ∈ (1,∞). Then,
Ra

V is bounded on Lp for every p and a such that 1
p = θ

p0
+ 1−θ

p1
and a = θa0 + (1− θ)a1 with

some θ ∈ (0, 1).
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Proof. Let ε > 0 and denote F (ε) := {x ∈ Rd : ε < V (x) < ε−1}. It is enough to justify that

Ra,εf(x) := (1F (ε)V
a)(x) · 1

Γ(a)

∫ ∞

0
e−tLf(x) ta−1e−εt dt,

satisfies for all simple functions f the bound

∥Ra,εf∥p ⩽ C∥f∥p, (4.1.8)

uniformly in ε > 0 and with C > 0 being a constant. Indeed, if (4.1.8) holds, then taking
ε → 0+ we obtain the Lp boundedness of Ra

V , first (with the aid of monotone convergence
theorem) for non-negative simple functions and then for all functions in Lp.

Thus, in the remainder of the proof we fix ε > 0 and focus on justifying (4.1.8). Denote
S = {z ∈ C : a0 < Re z < a1}. Then, for z ∈ S and ε > 0 the function mε

z(λ) = (λ+ ε)−z is
a bounded function on [0,∞), hence, by the spectral theorem (L+ εI)−z is well defined as a
bounded operator on L2. We let

Tzf := (1F (ε)V
z) · (L+ εI)−zf, f ∈ L2. (4.1.9)

Since (L+ εI)−b given by the spectral theorem coincides with

1

Γ(b)

∫ ∞

0
e−tLf tb−1e−εt dt,

for every b > 0 we have
Rb,εf = Tbf, f ∈ L2.

Thus, in order to justify (4.1.8) it suffices to prove a uniform in ε > 0 bound for the Lp norm
of Ta.

This will be achieved by Stein’s complex interpolation theorem. Note first that for f, g
being finitely simple functions the pairing

h(z) = ⟨Tzf, g⟩ , z ∈ S,

gives a function which is holomorphic in S. To see this observe that (4.1.3) still holds with
complex a ∈ S. Combining this observation with the definition (4.1.9) of Tz it is easy to see
that h is indeed holomorphic. Additionally, the spectral theorem gives the bound

|h(z)| ⩽ C(ε, f, g), (4.1.10)

valid for z ∈ S. Altogether {Tz}z∈S is an analytic family of operators of admissible growth.
It remains to bound the operator Tz for Re z = a0 and Re z = a1; this is the place where

we use the assumptions on Raj
V . We let z = aj + iτ for τ ∈ R, j = 0, 1 and write

Tz = (1F (ε)V
z) · (L+ εI)−z = (1F (ε)V

iτ )Taj (L+ εI)−iτ ,

from which we see that
∥Tz∥pj ⩽

∥∥Taj∥∥pj∥∥(L+ εI)−iτ
∥∥
pj
. (4.1.11)
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Since (L+ εI) generates a symmetric contraction semigroup and pj ∈ (1,∞), by e.g. [10] the
imaginary powers (L+ εI)−iτ satisfy∥∥(L+ εI)−iτ

∥∥
pj

≲ e
π|τ |
2 , (4.1.12)

uniformly in ε > 0 Moreover, we have∣∣Taj (f)(x)∣∣ = |Raj ,εf(x)| ⩽ R
aj
V |f |(x), x ∈ Rd.

Thus, coming back to (4.1.11) and using our assumptions on the Lpj boundedness of Raj
V we

obtain, for z = aj + iτ , j = 0, 1,

∥Tz∥pj ≲ e
π|τ |
2 , τ ∈ R.

Finally, applying Stein’s complex interpolation theorem, see e.g. [22, Theorem 1.3.7], we
obtain the Lp boundedness of Ra

V .

Theorem 4.1.1 immediately leads to the following corollary.

Corollary 4.1.2. Let 0 ⩽ a0 < a1 and assume that both Ra0
V and Ra1

V are bounded on Lp for
some 1 < p < ∞. Then Ra

V is bounded on Lp for every a0 ⩽ a ⩽ a1. In particular if Ra1
V is

bounded on Lp, then Ra
V is bounded on Lp for every 0 ⩽ a ⩽ a1.

Proof. We apply Theorem 4.1.1 with p0 = p1 = p. For the second part recall that R0
V is the

identity operator.

It is straightforward to see that the Riesz transform R
1/2
V is bounded on L2. Using Corol-

lary 4.1.2 we now extend the L2 boundedness to the operators Ra
V with 0 ⩽ a ⩽ 1

2 .

Proposition 4.1.3. Let V ∈ L1
loc be an a.e. non-negative potential. If 0 ⩽ a ⩽ 1

2 , then Ra
V

extends to a contraction on L2.

Proof. By formula (4.1.2) we have∥∥∥V 1/2f
∥∥∥
2
⩽
∥∥∥L1/2f

∥∥∥
2
, f ∈ C∞

c ; (4.1.13)

here L1/2 is the self-adjoint operator with domain Dom(L1/2) = Dom(Q), while Q is the
sesquilinear form given by (4.1.1). Using the fact that self-adjoint operators are closed we get
Dom(L1/2) ⊆ Dom(V 1/2) and∥∥∥V 1/2f

∥∥∥
2
⩽
∥∥∥L1/2f

∥∥∥
2
, f ∈ Dom(L1/2). (4.1.14)

For each fixed ε > 0 the operator (L + εI)−1/2 is bounded on L2 by the spectral theorem.
Taking f = (L+ εI)−1/2g with g ∈ L2 in (4.1.14) we get∥∥∥V 1/2(L+ εI)−1/2g

∥∥∥
2
⩽
∥∥∥L1/2(L+ εI)−1/2g

∥∥∥
2
, g ∈ L2. (4.1.15)

If g is a non-negative function on L2 then by definitions (4.1.3), (4.1.6) and the monotone
convergence theorem we have limε→0+

∥∥V 1/2(L+ εI)−1/2g
∥∥
2
=
∥∥∥R1/2

V g
∥∥∥
2
. The right-hand
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side of (4.1.15) converges to ∥g∥2 as ε → 0+ by the spectral theorem. Therefore we justified
that

∥∥∥R1/2
V g

∥∥∥
2
⩽ ∥g∥2 for non-negative g ∈ L2. This implies that R1/2

V is a contraction on L2.

At this stage an application of Corollary 4.1.2 shows that Ra
V is bounded on L2 whenever

0 ⩽ a ⩽ 1
2 . The contractivity of Ra

V is not a direct consequence of the corollary. However, it
is easy to justify once we follow the proof of Theorem 4.1.1 and use the spectral theorem to
enhance inequality (4.1.12) to ∥∥(L+ εI)−iτ

∥∥
2
⩽ 1, τ ∈ R.

When p0 = 1 we have a slightly weaker variant of Theorem 4.1.1 with the restriction
a0, a1 > 0. This is caused by the unboundedness of the imaginary powers Liτ , τ ∈ R, on L1.

Theorem 4.1.4. Let 0 < a0 < a1. Assume that V ∈ L1
loc is such that Ra1

V is bounded on Lp1

for some p1 ∈ [1,∞) and Ra0
V is bounded on L1. Then, Ra

V is bounded on Lp for every p and
a such that 1

p = θ + 1−θ
p1

and a = θa0 + (1− θ)a1 with some θ ∈ (0, 1).

Proof. The proof is similar to that of Theorem 4.1.1. For ε > 0 we define the sets F (ε) and
the operators Ra,ε as in that proof. Once again it suffices to justify (4.1.8).

Let S = {z ∈ C : a0 < Re z < a1} and define the family of operators {Tz}z∈S as in (4.1.9).
Since this time a0 > 0 the formula

Tzf = (1F (ε)V
z) · 1

Γ(z)

∫ ∞

0
e−tLf tz−1e−εt dt, f ∈ L2, (4.1.16)

holds for z ∈ S. Moreover, {Tz}z∈S is a family of analytic operators of admissible growth; this
can be justified as in the proof of Theorem 4.1.1. Hence, in order to apply Stein’s complex
interpolation theorem it remains to bound ∥Tz∥pj for z = aj + iτ , j = 0, 1. Using (4.1.16)

and the asymptotics for the gamma function |Γ(aj + iτ)| ≈ |τ |aj−1/2e−
π|τ |
2 , see [40, 5.11.9],

we obtain the pointwise bound

|Tzf(x)| ≲ eπ|τ |(1F (ε)V
aj )(x) ·

∫ ∞

0
e−tL|f |(x) taj−1e−εt dt ≲ eπ|τ |R

aj
V |f |(x)

valid for z = aj + iτ , j = 0, 1. Hence, the L1 boundedness of Ra0
V together with the Lp1

boundedness of Ra1
V give

∥Tz∥1 ≲ eπ|τ |, z = a0 + iτ, τ ∈ R,

and
∥Tz∥p1 ≲ eπ|τ |, z = a1 + iτ, τ ∈ R.

Thus, using Stein’s complex interpolation theorem we complete the proof.

Analogously to the L2 case one particular Riesz transform R1
V is always bounded on L1,

see [2, Theorem 4.3] and [21, 27]. Interpolating this result with Proposition 4.1.3 we obtain
the following theorem.
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Theorem 4.1.5. Let V ∈ L1
loc and take p ∈ (1, 2]. Then for all 0 ⩽ a ⩽ 1

p the Riesz transform
Ra

V is bounded on Lp.

Proof. The L2 boundedness of R1/2
V is guaranteed by Proposition 4.1.3. The L1 boundedness

of R1
V is justified in [2, Theorem 4.3]. Hence, Theorem 4.1.4 gives the Lp boundedness of

Ra
V whenever a = θ + 1−θ

2 = 1
p . Finally, Corollary 4.1.2 extends the boundedness on Lp to

0 ⩽ a ⩽ 1
p .

4.2 Definitions and a counterexample on L∞

Here the approach from the previous section is invalid since e−tL does not necessarily
extend to a strongly continuous semigroup on L∞. However, for certain classes of potentials
the operator e−tL, t > 0, can be also expressed by the celebrated Feynman–Kac formula

e−tLf(x) = Ex

[
e−

∫ t
0 V (Xs) dsf(Xt)

]
, f ∈ Lp, (4.2.1)

where 1 ⩽ p < ∞. The expectation Ex is taken with regards to the Wiener measure
of the standard d-dimensional Brownian motion {Xs}s>0 starting at x ∈ Rd; here Xs =

(X1
s , . . . , X

d
s ). Since the potential V is a.e. non-negative, identity (4.2.1) is true whenever

V ∈ L2
loc belongs to the local Kato class K loc

d . This follows for example from [50, Remark
4.14] once we recall that for V ∈ L2

loc the operator −∆
2 + V is essentially self-adjoint on

C∞
c , hence its Friedrichs extension is its unique self-adjoint extension. We will not need the

definition of the local Kato class in the dissertation; for our purpose it is important to note
that Lq

loc ⊆ K loc
d whenever q ⩾ 1 satisfies q > d

2 , see [32, Lemma 4.105]. Therefore (4.2.1) is
true for V ∈ Lq

loc whenever q > d
2 and q ⩾ 2, in particular for V ∈ L∞

loc. The right-hand side
of (4.2.1) makes sense also for f ∈ L∞, see [32, Section 4.2.4], which leads us to the definition

e−tLf(x) := Ex

[
e−

∫ t
0 V (Xs) dsf(Xt)

]
, f ∈ L∞, t > 0. (4.2.2)

To deal with measurability questions we need a technical lemma on the continuity of e−tLf .

Lemma 4.2.1. Assume that q > d
2 and q ⩾ 2 and let V ∈ Lq

loc be an a.e. non-negative
potential. Then for all f ∈ L∞ the function e−tLf(x) given by (4.2.2) is jointly continuous in
(t, x) ∈ (0,∞)× Rd. In particular e−tL(1)(x) is jointly continuous in t and x.

Proof. Since Lq
loc ⊆ K loc

d it follows from [50, Proposition 3.5] that e−tL is an integral operator
with its kernel Kt(x, y) being a jointly continuous functions of (t, x, y). Since V ⩾ 0 we also
have Kt(x, y) ⩽ (2πt)−d/2 exp

(
|x−y|2

2t

)
and therefore for each N > 0 it holds∫

|x−y|>N
Kt(x, y)|f(y)| dy ⩽ π−d/2∥f∥∞

∫
|w|⩾ N√

2t

e−|w|2 dw. (4.2.3)

Consider now (t, x) → (t0, x0) and let ε > 0 be arbitrarily small. Splitting

e−tLf(x) =

∫
|x−y|⩽N

Kt(x, y)f(y) dy +

∫
|x−y|>N

Kt(x, y)f(y) dy
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and using (4.2.3) we see that for N = N(ε) large enough holds∣∣∣∣∣e−tLf(x)−
∫
|x−y|⩽N

Kt(x, y)f(y) dy

∣∣∣∣∣ ⩽ ε

uniformly in t0
2 < t < 2t0 and |x− x0| < 1. Moreover, for such (t, x) we see that C∥f∥∞1|y|⩽N+|x0|+1

is an integrable majorant of 1|x−y|⩽NKt(x, y)f(y). Thus, using Lebesgue’s dominated con-
vergence theorem we obtain

lim sup
(t,x)→(t0,x0)

∣∣e−tLf(x)− e−t0Lf(x0)
∣∣ ⩽ 2ε.

Since ε > 0 was arbitrary this completes the proof.

Now, take a > 0 and let V ∈ L∞
loc be an a.e. non-negative potential. For a non-negative

function f ∈ L∞ we define the Riesz transform Ra
V by

Ra
V f(x) = V a(x) · 1

Γ(a)

∫ ∞

0
Ex

[
e−

∫ t
0 V (Xs) dsf(Xt)

]
ta−1 dt, f ∈ L∞. (4.2.4)

Note that by Lemma 4.2.1 the function Ra
V f(x) is then a measurable function on Rd possibly

being infinite for some x. Moreover, by (4.2.1) the L∞ definition (4.2.4) coincides with the
Lp definition (4.1.6) whenever f is a finitely simple function.

Since the semigroup is positivity preserving we have∣∣e−tLf(x)
∣∣ ⩽ e−tL(∥f∥∞1)(x) = ∥f∥∞e

−tL(1)(x), f ∈ L∞, (4.2.5)

which leads to the following definition of the L∞ boundedness of Ra
V .

Definition 4.2.1. We say that the Riesz transform Ra
V is bounded on L∞ if

∥Ra
V (1)∥∞ <∞. (4.2.6)

Note that if (4.2.6) holds, then by (4.2.5) for every f ∈ L∞ we have |Ra
V (f)(x)| ⩽ ∥f∥∞Ra

V (1)(x)

so that
∥Ra

V (f)∥∞ ⩽ C∥f∥∞, f ∈ L∞, (4.2.7)

with C = ∥Ra
V (1)∥∞.

Since
Ra

V (1)(x) = V a(x) · 1

Γ(a)

∫ ∞

0
e−tL(1)(x) ta−1 dt (4.2.8)

it is apparent that in order for Ra
V to be finite a.e. on suppV the monotone function t 7→

e−tL(1)(x) must converge to 0 as t→ ∞. This however is not always the case.

Proposition 4.2.2. Let d ⩾ 3 and let V be a non-negative potential on Rd which is compactly
supported and not identically equal to zero. Assume that V ∈ Lq with q > d

2 and q ⩾ 2. Then,
for any a > 0 we have Ra

V (1)(x) = ∞ for all x such that V (x) ̸= 0. In particular Ra
V is

unbounded on L∞.
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Proof. Fix a > 0. For x ∈ Rd we let w(x) = lims→∞ e−sL(1)(x). From [20, Lemma 2.4] there
exists a constant δ > 0 such that δ < w(x) ⩽ 1 uniformly in x ∈ Rd. Since by the semigroup
property w(x) = e−tL(w)(x) for any t > 0, we see that e−tL(1)(x) ⩾ e−tL(w)(x) ⩾ δ uniformly
in x ∈ Rd. Consequently, the integral

∫∞
0 e−tL(1)(x) ta−1 dt is infinite for a.e. x and so is

Ra
V (1)(x) as long as V (x) ̸= 0.

The definition below is meant to guarantee the x-a.e. finiteness of Ra
V f(x).

Definition 4.2.2. Let V ∈ L∞
loc be an a.e. non-negative potential and let δ > 0. We say

that the semigroup e−tL has an exponential decay of order δ (ED(δ) for short) if there exists
a constant C > 0 such that ∥∥e−tL(1)

∥∥
∞ ⩽ Ce−δt, t > 0. (ED(δ))

The assumption (ED(δ)) implies |Ra
V f(x)| ⩽ Cδ−aV a(x)∥f∥∞ x-a.e.. Note, however,

that this may not be enough to conclude that ∥Ra
V (1)∥∞ <∞.

4.3 L∞ boundedness for classes of potentials

Throughout this section we assume that V ∈ L∞
loc. Here our goal is to estimate the L∞

norm of Ra
V for classes of potentials V . As mentioned in Definition 4.2.1 this is the same as

estimating ∥Ra
V (1)∥∞ with Ra

V (1) defined by (4.2.8).
Before we dive into details, we prove a general result concerning the L∞ decay of the

semigroup e−tL defined in (4.2.2). We will use Lemma 4.3.1 below to prove the L∞ and L1

boundedness of Ra
V for concrete examples of potentials V in Theorem 4.0.3. Here π denotes

a (d− 1)-dimensional hyperplane in Rd. For N > 0 we let P be the strip

P = PN := {x ∈ Rd : dist(x, π) ⩽ N} and set χ = 1P .

Lemma 4.3.1. Let N > 0 and assume that the potential V ∈ L∞
loc is uniformly positive

outside the strip PN . More precisely we assume that V is non-negative a.e. and that there is
c > 0 such that V (x) ⩾ c for a.e. x satisfying dist(x, π) > N . Then the semigroup e−tL has
ED(δ) with δ = 1

2 min
(
c, 1

8N2

)
. More precisely, there is a universal constant C > 0 such that

for t > 0 and x ∈ Rd it holds
e−tL(1)(x) ⩽ C e−δt.

To prove the above lemma we will need an auxiliary fact. Lemma 4.3.2 below can be
deduced from [32, Lemma 4.105]. For the sake of completeness we give a more direct proof
below.

Lemma 4.3.2. For all k > 0, t > 0, and x ∈ Rd we have

Ex

[
e2

∫ t
0 kχ(Xs) ds

]
⩽ C e8N

2k2t, (4.3.1)

where C > 0 is a universal constant.
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Proof. We prove this fact in the case π = {0} ×Rd−1 and P = [−N,N ]×Rd−1. The general
result follows from the invariance of Brownian motion under orthogonal transformations (see
[42, p. 5]) and the fact that the bound is independent of x. Since in this case χ(Xs) =

1[−N,N ](X
1
s ) it suffices to prove the lemma in the dimension d = 1. In particular in the proof

we take x ∈ R.
The main tool of our proof is the local time of Brownian motion defined for y ∈ R in the

one-dimensional case as

Lt(y) = lim
ε→0+

1

2ε

∫ t

0
1[y−ε, y+ε](Ys) ds,

where {Ys}s>0 is the standard one-dimensional Brownian motion starting at 0. It is well
known that ∫ t

0
f(Ys) ds =

∫
R
f(y)Lt(y) dy

for any locally integrable function f , see [6, (5.4)]. In particular, we have∫ t

0
1[−N−x,N−x](Ys) ds =

∫ N−x

−N−x
Lt(y) dy. (4.3.2)

The law of Lt(y) was computed by Takács [52]. From a paper of Doney and Yor [14], see the
last identity in Section 3 on p. 277 (with µ = 0 and x = y) and [14, eq. (1.4)], it follows that
the distribution of Lt(y) is given by

cy,tδ0 + fy,t(z) dz

on [0,+∞), where δ0 denotes the Dirac measure at 0,

fy,t(z) =

√
2√
πt
e−

(|y|+z)2

2t , y ∈ R, z > 0, (4.3.3)

and cy,t < 1 is a normalizing constant whose value is irrelevant for us.
Using (4.3.2) and Jensen’s inequality for x ∈ R we obtain

Ex

[
e2

∫ t
0 kχ(Xs) ds

]
= E0

[
e2

∫N−x
−N−x kLt(y) dy

]
⩽

1

2N
E0

[∫ N−x

−N−x
e4NkLt(y) dy

]
⩽

1

2N

∫ N−x

−N−x

(
1 +

∫ ∞

0
e4Nkzfy,t(z) dz

)
dy

= 1 +
1

2N

∫ ∞

0
e4Nkz

∫ N−x

−N−x
fy,t(z) dy dz

The 1+ term in the second line comes from the atom of the distribution of Lt(y) at z = 0.
Since the function y 7→ fy,t(z) is radially decreasing, we can change the limits of the inner
integral to [−N,N ], possibly increasing its value. Thus, using (4.3.3) gives

1 +
1

2N

∫ ∞

0
e4Nkz

∫ N−x

−N−x
fy,t(z) dy dz ⩽ 1 +

1

2N

∫ ∞

0
e4Nkz

∫ N

−N
fy,t(z) dy dz

= 1 +

√
2

N
√
πt

∫ ∞

0
e4Nkz

∫ N

0
e−

(y+z)2

2t dy dz.

(4.3.4)
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First we deal with the inner integral. Since y and z are positive, we estimate it by∫ N

0
e−

(y+z)2

2t dy ⩽
∫ N

0
e−

z2

2t dy = Ne−
z2

2t .

Plugging the above estimate into (4.3.4), we obtain

Ex

[
e2

∫ t
0 kχ(Xs) ds

]
≲ 1 +

√
2

πt

∫ ∞

0
e4Nkz− z2

2t dz

≲ e8N
2k2t,

which completes the proof of Lemma 4.3.2.

Now we prove Lemma 4.3.1. It is noteworthy that the quadratic dependence on k on the
right-hand side of (4.3.1) is crucial in the proof.

Proof of Lemma 4.3.1. We want to make use of the assumption that the potential V is uni-
formly positive outside the set P together with the previous lemma. We achieve this by an
appropriate application of the Cauchy–Schwarz inequality.

Recall that χ = 1P and take k ∈ (0, c]. Since the potential 2(V + kχ) is bounded below
by 2k, using Cauchy–Schwarz inequality we estimate

e−tL(1)(x) = Ex

[
e−

∫ t
0 V (Xs) ds

]
= Ex

[
e−

∫ t
0 V (Xs)+kχ(Xs) ds e

∫ t
0 kχ(Xs)ds

]
⩽
(
Ex

[
e−2

∫ t
0 V (Xs)+kχ(Xs) ds

])1/2 (
Ex

[
e2

∫ t
0 kχ(Xs) ds

])1/2
⩽ e−ktEx

[
e2

∫ t
0 kχ(Xs) ds

]1/2
. (4.3.5)

Applying Lemma 4.3.2 for k satisfying 4N2k2 ⩽ k
2 we get

e−tL(1)(x) ≲ e−kt+4N2k2t ⩽ e−
kt
2 , x ∈ Rd.

In particular, the above estimate holds for k = min(c, (8N2)−1) and the proof is completed.

Now we focus on our goal, which is estimating the quantity

Γ(a)Ra
V (1)(x) = V a(x)

∫ ∞

0
e−tL(1)(x) ta−1 dt (4.3.6)

independently of x ∈ Rd. We will do this by splitting the integral in (4.3.6) into two parts
and estimating them separately.

Before stating the result we need to introduce a quantity ρ which plays a crucial role in
our assumptions. For u ⩾ 1 and x ∈ Rd we define

ρ = ρx(u) = sup
{
r ⩾ 0 : V (x)

u ⩽ V (y) for a.e. y ∈ B(x, r)
}
; (4.3.7)

recall that B(x, r) denotes the closed Euclidean ball of radius r in Rd. Consequently, ρx(u)
is the radius of the largest closed ball around x in which the potential V is at least V (x)

u a.e.
We note that ρx(u) is a non-decreasing function of u with values in [0,∞]. We also set

rk = rk(x) = ρx(2
k) for k = 0, 1, . . . . (4.3.8)
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Our main assumption will be phrased in terms of

Ia(V )(x) :=

∫ max(1,V (x))

1
sa−1e−

ρ2x(s)

4d ds for a.e. x ∈ Rd. (4.3.9)

If ρx(s) = ∞, then we define e−
ρ2x(s)

4d = 0.
First we estimate the integral in (4.3.6) from 0 to 1. Recall that implicit constants in ≲

and ≈ do not depend on x ∈ Rd but may depend on a > 0 and d.

Lemma 4.3.3. Let V be an a.e. non-negative potential and let a > 0. Then we have

V (x)a
∫ 1

0
e−tL(1)(x) ta−1 dt ≲ Ia(V )(x) + 1 for a.e. x ∈ Rd.

Proof. First if V (x) ⩽ 2, then

V (x)a
∫ 1

0
e−tL(1)(x) ta−1 dt ≲ 1.

From now on we focus on the other case V (x) > 2. Define K = K(x) = ⌊log2 V (x)⌋. For
fixed x ∈ Rd and k = 0, 1, 2, . . . we introduce the sets

Ak =
{
y ∈ Rd : V (x)

2k
⩽ V (y)

}
(4.3.10)

and
Ωk = {ω ∈ Ω : Xs(ω) ∈ Ak for almost all s ∈ [0, t]} , (4.3.11)

where (Ω,F ,P) is the underlying probability space for the d-dimensional Brownian motion
{Xs}s>0 started at 0.

Note that both the families {Ak} and {Ωk} are increasing in k. Using the Feynman–Kac
formula (4.2.2) we write

e−tL(1)(x) =

Ex

[
e−

∫ t
0 V (Xs) ds 1Ω0

]
+

K∑
k=1

Ex

[
e−

∫ t
0 V (Xs) ds 1Ωk∩Ωc

k−1

]
+ Ex

[
e−

∫ t
0 V (Xs) ds 1Ωc

K

]
⩽ e−tV (x) +

K∑
k=1

e
− tV (x)

2k P
(
Ωk ∩ Ωc

k−1

)
+ P (Ωc

K) . (4.3.12)

We need to estimate the probabilities in the above formula. This will be achieved with the
aid of inequality

P (Ωc
k) ⩽ P

(
sup
0⩽s⩽t

|Xs − x| ⩾ rk

)
. (4.3.13)

Before moving further we justify (4.3.13). To prove this inequality we will show that{
ω ∈ Ω : sup

0⩽s⩽t
|Xs(ω)− x| < rk

}
⊆ Ωk

up to a set of P measure 0. More precisely, we will demonstrate that for P almost all ω ∈ Ω

we have the implication

if sup
0⩽s⩽t

|Xs(ω)− x| < rk then also Xs(ω) ∈ Ak for almost all s ∈ [0, t]. (4.3.14)
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To this end take ω ∈ Ω such that sup0⩽s⩽t |Xs(ω)− x| < rk. Using the definitions (4.3.7)
and (4.3.8) of ρ and rk we see that there is a set N ⊆ Rd of measure 0 such that

if Xs(ω) /∈ N then
V (x)

2k
⩽ V (Xs(ω)),

By the definition (4.3.10) of Ak this statement is the same as the implication

if Xs(ω) /∈ N then Xs(ω) ∈ Ak.

Define fω(s) := Xs(ω), s ∈ [0, t], and let Ñ(ω) = f−1
ω [N ] ⊆ [0, t]. Then s /∈ Ñ(ω) if and only

if Xs(ω) /∈ N . We shall now demonstrate that
∣∣∣Ñ(ω)

∣∣∣ = 0 for P almost all ω ∈ Ω. Observe
that ∣∣∣Ñ(ω)

∣∣∣ = |{s ∈ [0, t] : Xs(ω) ∈ N}| =
∫ t

0
1{Xs(ω)∈N}(s, ω) ds.

Calculating the expected value of the above expression and using Fubini’s theorem give

E
[∣∣∣Ñ ∣∣∣] = E

[∫ t

0
1{Xs(ω)∈N}(s, ω) ds

]
=

∫ t

0
E
[
1{Xs(ω)∈N}(s, ω)

]
ds

=

∫ t

0
P (Xs(ω) ∈ N) ds = 0.

The last equality follows from the fact that |N | = 0 and that each of the variables Xs has a
continuous distribution. Since

∣∣∣Ñ(ω)
∣∣∣ is non-negative, it has to be 0 for P almost all ω ∈ Ω.

Hence we have proved that for P almost all ω ∈ Ω there is a set Ñ(ω) ⊆ [0, t] of Lebesgue
measure 0 and such that

if s /∈ Ñ(ω) then Xs(ω) ∈ Ak.

This proves (4.3.14) and in consequence (4.3.13).
Now we come back to calculating the probabilities in (4.3.12). The right-hand side of

inequality (4.3.13) is the probability that Xs exits the ball of radius rk centered at x. We
can estimate it from above by the probability that Xs exits an inscribed cube whose sides are
parallel to the coordinate axes. The length of its diagonal equals a

√
d = 2rk, where a is the

cube’s side length, so we get

P
(

sup
0⩽s⩽t

|Xs − x| ⩾ rk

)
⩽ P

(
sup
0⩽s⩽t

max
i

∣∣Xi
s − xi

∣∣ ⩾ a

2

)
= P

(
max

i
sup
0⩽s⩽t

∣∣Xi
s − xi

∣∣ ⩾ a

2

)
⩽ d · P

(
sup
0⩽s⩽t

∣∣X1
s − x1

∣∣ ⩾ a

2

)
⩽ d · P

(
sup
0⩽s⩽t

(X1
s − x1) ⩾

a

2

)
+ d · P

(
inf

0⩽s⩽t
(X1

s − x1) ⩽ −a
2

)
= 2d · P

(
sup
0⩽s⩽t

(X1
s − x1) ⩾

a

2

)
= 4d · P

(
(X1

t − x1) ⩾
a

2

)
⩽ 4d erfc

(
rk√
2td

)
⩽ 4de−

r2k
2td .

(4.3.15)
The last equality in (4.3.15) follows from the reflection principle for Brownian motion, while
the last inequality is a well-known bound for the complementary error function erfc, see e.g.
[40, eq. (7.8.3)].

90:35086



4.3. L∞ BOUNDEDNESS FOR CLASSES OF POTENTIALS 83

Consequently,

P (Ωc
k) ⩽ 4de−

r2k
2td (4.3.16)

and coming back to (4.3.12) for 0 < t < 1 we get

e−tL(1)(x) ≲ e−tV (x) +
K∑
k=1

e
− tV (x)

2k e−
r2k−1
2td + e−

r2K
2td

⩽ e−tV (x) +
K∑
k=1

e
− tV (x)

2k e−
r2k−1
2d + e−

r2K
2d

(4.3.17)

Integrating and multiplying this inequality by V (x)a gives

V (x)a
∫ 1

0
e−tL(1)(x) ta−1 dt ≲ 1 +

K∑
k=1

2kae−
r2k−1
2d + V (x)ae−

r2K
2d . (4.3.18)

Then, for k ⩾ 2 we estimate each of the terms in the sum by an integral recalling that
rk(x) = ρx(2

k) and using the fact that ρx(u) is a non-decreasing function of u

2kae−
r2k−1
2d ⩽

∫ k−1

k−2
2(u+2)ae−

ρ2x(2u)

2d du. (4.3.19)

The last term in (4.3.18) is estimated in a similar manner using additionally the fact that
V (x)a ⩽

∫K
K−1 2

(u+2)a du. This yields

V (x)ae−
r2K
2d ⩽

∫ K

K−1
2(u+2)ae−

ρ2x(2u)

2d du. (4.3.20)

We estimate the first term of the sum in (4.3.18) by a constant and plug this, (4.3.19) and
(4.3.20) into (4.3.18), which results in

1 +

K∑
k=1

2kae−
r2k−1
2d + V (x)ae−

r2K
2d ≲ 1 +

∫ K

0
2uae−

ρ2x(2u)

2d du

⩽ 1 +

∫ log2 V (x)

0
2uae−

ρ2x(2u)

2d du.

(4.3.21)

Finally we substitute s = 2u to get

1 +

∫ log2 V (x)

0
2uae−

ρ2x(2u)

2d du ≈ 1 +

∫ V (x)

1
sa−1e−

ρ2x(s)

2d ds ⩽ 1 + Ia(V )(x). (4.3.22)

In the next lemma we estimate the second part of the integral from (4.3.6).

Lemma 4.3.4. Let V be an a.e. non-negative potential and suppose that the semigroup e−tL

satisfies (ED(δ)) for some δ > 0 and take a > 0. Then we have

V (x)a
∫ ∞

1
e−tL(1)(x) ta−1 dt ≲ Ia(V )(x) + 1, x ∈ Rd. (4.3.23)
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Proof. Using the semigroup property and the positivity-preserving property of {e−tL}t>0 for
t ⩾ 1 we obtain

e−tL(1)(x) = e−(t/2)L[e−(t/2)L(1)](x) ⩽
∥∥∥e−(t/2)L(1)

∥∥∥
∞
e−(t/2)L(1)(x)

⩽ Ce−δt/2e−(1/2)L(1)(x),
(4.3.24)

where the last two inequalities follow from (ED(δ)) and (4.2.1). Plugging this into (4.3.23)
we get

V (x)a
∫ ∞

1
e−tL(1)(x) ta−1 dt ≲ V (x)ae−L/2(1)(x). (4.3.25)

Now we are left with proving that V a(x)e−L/2(1)(x) ≲ Ia(V )(x) + 1. If V (x) ⩽ 2, then this
is true. Assume that V (x) > 2 and let K(x) = ⌊log2 V (x)⌋. Recall that by (4.3.17) we have

e−L/2(1)(x) ≲ e−
V (x)

2 +
K∑
k=1

e
− V (x)

2k+1 e−
r2k−1
2d + e−

r2K
2d .

Since V (x)ae
− V (x)

2k+1 ⩽
(
2k+1a

e

)a
, repeating calculations as in (4.3.18)–(4.3.22) we get

V (x)ae−L/2(1)(x) ≲ 1 +
K∑
k=1

2kae−
r2k−1
2d + V (x)ae−

r2K
2d ≲ 1 + Ia(V )(x). (4.3.26)

In view of (4.3.25) this completes the proof of the lemma.

Together, Lemma 4.3.3 and Lemma 4.3.4 lead to the following conclusion.

Theorem 4.3.5. Let V ∈ L∞
loc be an a.e. non-negative potential. Suppose that the semigroup

e−tL has exponential decay of order δ > 0 (see (ED(δ))). If

Ia(V ) ≲g 1 (4.3.27)

for some a > 0, then the operator Ra
V is bounded on L∞.

Proof. We need to estimate the quantity

V a(x)

∫ ∞

0
e−tL(1)(x) ta−1 dt (4.3.28)

independently of x. Take N > 0 such that Ia(V )(x) ≲ 1 for almost all |x| > N . Then by
Lemma 4.3.3 and Lemma 4.3.4 the expression (4.3.28) is uniformly bounded for a.e. |x| > N .
If on the other hand |x| ⩽ N , then, since V ∈ L∞

loc and the semigroup satisfies (ED(δ)), the
expression (4.3.28) is also uniformly bounded x-a.e.

As an application of this theorem, we prove that Ra
V is bounded on L∞ if V is of the order

of a power function or an exponential function. The corollary below is a restatement of one
of our main results — Theorem 4.0.3 — in the L∞ case.

Corollary 4.3.6. Let V : Rd → [0,∞) be a function in L∞
loc. Then in all the three cases

1. V (x) ≈ 1 globally
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2. For some α > 0 we have V (x) ≈ |x|α globally

3. For some β > 1 we have V (x) ≈ β|x| globally

each of the Riesz transforms Ra
V , a > 0, is bounded on L∞.

Remark. More generally, the theorem also holds if in (2) and (3) we take an arbitrary norm
on Rd instead of the Euclidean norm |·|. The proof is the same mutatis mutandis.

Proof. In the proof implicit constants in ≲, ≳, and ≈ do not depend on x ∈ Rd but may
depend on a > 0, α > 0 or β > 1.

Clearly in all three cases the assumptions of Lemma 4.3.1 are satisfied, so the semigroup
satisfies (ED(δ)) and we only need to check that (4.3.27) holds.

In the first case V (x) is bounded for almost all sufficiently large values of |x| and so is
Ia(V )(x) for all a > 0.

In the second case we need to estimate from below ρx(s) appearing in Ia(V ). We shall
prove that ρx(s) ⩾ |x|

2 provided s and |x| are large enough. Let N be such that for some
0 < m < M it holds

m|x|α < V (x) < M |x|α for a.e. |x| ⩾ N. (4.3.29)

Take |x| ⩾ 2N and assume that |x− y| ⩽ |x|
2 . Then 2|x| ⩾ |y| ⩾ |x|

2 ⩾ N so that (4.3.29)
holds with y in place of x. Consequently, V (x) ≈ V (y) for such x and y so that for s larger
than some threshold depending only on N , m and M it holds V (y) ⩾ V (x)

s . This means that
for a.e. |x| ⩾ 2N and uniformly large enough s ⩾ 1 we have ρx(s) ⩾

|x|
2 . Thus, for any a > 0

we obtain
Ia(V )(x) ≲g 1 + |x|aαe−

|x|2
16d ≲g 1. (4.3.30)

as desired.
Finally we handle the third case. We shall prove that ρx(s) ⩾ 1

2 min
(
|x|, logβ s

)
provided

s and |x| are large enough. Let N > 0 be such that for some 0 < m ⩽ 1 ⩽M we have

mβ|x| < V (x) < Mβ|x| for a.e. |x| ⩾ N. (4.3.31)

Take |x| ⩾ 2N , s > 4, and assume that |x− y| ⩽ 1
2 min

(
|x|, logβ s

)
. Then, similarly to the

previous paragraph, |x| ≈ |y| ⩾ N and (4.3.31) also holds with y in place of x. Therefore, for
such x and y we have β|y|−|x| ≈ V (y)

V (x) . In particular |y| − |x| − γ ⩽ logβ V (y)− logβ V (x), for
some γ > 0 independent of x and y. Hence, we reach

−1

2
min

(
|x|, logβ s

)
− γ ⩽ logβ V (y)− logβ V (x). (4.3.32)

Taking s large enough we see that −1
2 logβ s − γ ⩾ − logβ s and coming back to (4.3.32)

we obtain V (x)
s ⩽ V (y). In conclusion, we proved that ρx(s) ⩾ 1

2 min
(
|x|, logβ s

)
for a.e.

|x| ⩾ 2N when s is large enough (independently of x). Now, using (4.3.31) we obtain the
uniform in |x| ⩾ 2N bound

Ia(V )(x) ≲g 1 +

∫ β|x|

1
sa−1e−

(logβ s)2

16d ds+

∫ Mβ|x|

β|x|
sa−1e−

|x|2
16d ds ≲g 1, (4.3.33)

This completes the treatment of the third case and also the proof of Corollary 4.3.6.
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4.4 L1 boundedness for classes of potentials

In this section we estimate the L1 norm of the operator Ra
V for a > 0 and various non-

negative potentials V ∈ L∞
loc. Recall that the assumption V ∈ L∞

loc guarantees the validity of
the Feynman–Kac formula (4.2.1).

The idea is to estimate the L∞ norm of the adjoint operator which formally is

(L−aV a)f =
1

Γ(a)

∫ ∞

0
e−tL(V af) ta−1 dt.

Using the positivity-preserving property of e−tL the task naturally reduces to estimating the
L∞ norm of the function

Γ(a)L−a(V a)(x) :=

∫ ∞

0
e−tL(V a)(x) ta−1 dt. (4.4.1)

Since V may be unbounded, the expression e−tL(V a)(x) may be infinite for some x in which
case the x-measurability of the integral (4.4.1) is not clear. To remedy the situation we
formally define

Γ(a)L−a(V a)(x) := lim
N→∞

∫ ∞

0
e−tL(V a

1V <N )(x) ta−1e−t/N dt. (4.4.2)

Note that each of the integrals in (4.4.2) is finite and measurable by Lemma 4.2.1, hence the
limit gives a measurable function by the monotone convergence theorem. We will now show
that if L−a(V a) ∈ L∞, then Ra

V is bounded on L1 with norm estimate ∥Ra
V ∥1 ⩽ ∥L−a(V a)∥∞.

Take a finitely simple function f and assume that L−a(V a) ∈ L∞. The following equalities
and inequalities hold provided that all the expressions are finite, which will turn out to be
true. In the calculations below we use duality between the spaces L1 and L∞ and the fact
that the semigroup e−tL is symmetric and positivity preserving and that the operator L−a is
also positivity preserving.

∥Ra
V f∥1 = sup

g∈L∞

∥g∥∞=1

⟨Ra
V f, g⟩ ⩽ sup

∥g∥∞=1

∣∣∣∣∫
Rd

V (x)aL−af(x)g(x) dx

∣∣∣∣
⩽

1

Γ(a)
sup

∥g∥∞=1

∫
Rd

|g(x)| lim
N→∞

V (x)a1|x|<N (x)

∫ ∞

0
e−tL(|f |)(x) ta−1e−t/N dt dx

⩽
1

Γ(a)
lim

N→∞

∫ ∞

0

∫
Rd

V (x)a1|x|<N (x) e−tL(|f |)(x) dx ta−1e−t/N dt

=
1

Γ(a)
lim

N→∞

∫ ∞

0

∫
Rd

|f(x)| e−tL(V a
1|x|<N )(x) dx ta−1e−t/N dt

⩽
∫
Rd

L−a(V a)(x)|f(x)| dx ⩽
∥∥L−a(V a)

∥∥
∞∥f∥1 <∞.

Changing the order of integration and swapping limits and integrals is allowed since all
the functions are non-negative and non-decreasing with respect to N . Since finitely sim-
ple functions are dense in L1, we have shown that indeed Ra

V is bounded on L1 and ∥Ra
V ∥1 ⩽

∥L−a(V a)∥∞.
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Throughout this section we estimate the L∞ norm of L−a(V a) in the form (4.4.1). This
is allowed since by the assumptions which we will impose on V both e−tL(V a)(x) and the
integral (4.4.1) will turn out to be finite x-a.e.. This permits us to take N = ∞ in (4.4.2).

In what follows for x ∈ Rd and u ⩾ 1 we let

σ = σx(u) = sup {r ⩾ 0 : V (y) ⩽ uV (x) for a.e. y ∈ B(x, r)} .

Consequently, σx(u) is the radius of the largest closed ball around x in which the potential V
is at most uV (x) a.e. We remark that σx(u) is a non-decreasing function of u with values in
[0,∞]. Using the quantity σx(u) we define

Ja(V )(x) := min(1, V (x)a)

∫ ∞

1
sa−1e−

σ2
x(s)

8 ds for a.e. x ∈ Rd. (4.4.3)

If V ∈ L∞ and uV (x) ⩾ ∥V ∥∞, then V (y) ⩽ uV (x) for a.e. y ∈ B(x, r) with arbitrarily large

r > 0. In this case σx(u) = ∞ and by convention e−
σ2
x(s)

8 = 0. This is the case for instance if
V ∈ L∞ is of constant order for large x.

We begin with estimating the integral (4.4.1) from 0 to 1. Recall that implicit constants
in ≲ and ≈ are allowed to depend on d and a > 0.

Proposition 4.4.1. Let V ∈ L∞
loc be an a.e. non-negative potential and take a > 0. Then the

inequality ∫ 1

0
e−tL(V a)(x) ta−1 dt ≲ (Ja(V )(x) + 1)(Ia(V )(x) + 1) (4.4.4)

holds uniformly for a.e. x ∈ Rd that satisfies V (x) ̸= 0.

Moreover, if V is an a.e. non-negative potential which satisfies the growth estimate V (x) ≲ e
|x|2
4a

for a.e. x ∈ Rd, then ∫ 1

0
e−tL(V a)(x) ta−1 dt ≲ e|x|

2

, x ∈ Rd. (4.4.5)

Proof. Proof of (4.4.4). Here we consider x ∈ Rd such that V (x) ̸= 0.
Recall that

Ak =
{
y ∈ Rd : V (x)

2k
⩽ V (y)

}
and

Ωk = {ω ∈ Ω : Xs(ω) ∈ Ak for almost all s ∈ [0, t]} .

Here we shall also need

Bj =
{
y ∈ Rd : 2jV (x) < V (y) ⩽ 2j+1V (x)

}
and

Ψj = Ψt
j := {ω ∈ Ω : Xt(ω) ∈ Bj} .

Note that the sets {Bj}j∈Z are pairwise disjoint and

e−tL(V a)(x) = e−tL

∑
j⩽0

1BjV
a

 (x) + e−tL

∑
j>0

1BjV
a

 (x) + e−tL (1V=0V
a) (x)

≲ V (x)ae−tL(1)(x) +
∑
j>0

V (x)a2jae−tL(1Bj )(x). (4.4.6)
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We shall prove that the estimates∫ 1

0
e−tL(V a)(x) ta−1 dt ≲ (Ia(V )(x) + 1)

(∫ ∞

1
sa−1e−

σ2
x(s)

8 ds+ 1

)
(4.4.7)

and ∫ 1

0
e−tL(V a)(x) ta−1 dt ≲ Ia(V )(x) + 1 + V (x)a

(∫ ∞

1
sa−1e−

σ2
x(s)

8 ds

)
(4.4.8)

hold uniformly for x such that V (x) ̸= 0. The inequalities (4.4.7) and (4.4.8) imply (4.4.4).
We prove (4.4.7) first. Let K = max(1, ⌊log2 V (x)⌋) and for k = 1, . . . ,K and j ∈ Z

denote
rk = ρx(2

k), sj = σx(2
j).

Estimating the second term in (4.4.6) we use the Feynman–Kac formula (4.2.1) with f =

V a
1Bj to write ∑

j>0

e−tL(V a
1Bj )(x) ≲ V a(x)

∑
j>0

2jae−tL(1Bj )(x). (4.4.9)

Using again (4.2.1), proceeding as in the proof of Lemma 4.3.3 and applying (4.3.16) we obtain

e−tL(1Bj )(x) ⩽ e−tV (x) P (Ψj) +

K∑
k=1

e
− tV (x)

2k P
(
Ωc
k−1 ∩Ψj

)
+ P (Ωc

K ∩Ψj)

⩽ P(Ψj)
1/2

(
e−tV (x) +

K∑
k=1

e
− tV (x)

2k P
(
Ωc
k−1

)1/2
+ P (Ωc

K)1/2
)

≲ P(Ψj)
1/2

(
e−tV (x) +

K∑
k=1

e
− tV (x)

2k e−
r2k−1
4td + e−

r2K
4td

)

Further, we have Ψj ⊆ {ω ∈ Ω : Xt(ω) ̸∈ B(x, sj)} up to a set of P measure 0. Indeed,
a.e. y ∈ B(x, sj) satisfies V (y) ⩽ 2jV (x), hence it lies outside Bj . Here we also use the fact
that Xt has a continuous distribution. Thus we reach

P(Ψj) ⩽ P(|Xt − x| ⩾ sj) =
1

(2πt)d/2

∫
|y|⩾sj

e−
|y|2
2t dy

⩽
e−s2j/(4t)

(2πt)d/2

∫
|y|⩾sj

e−
|y|2
4t dy ≲ e−

s2j
4t

(4.4.10)

so that

e−tL(1Bj )(x) ≲ e
σ2
x(s)

8t

(
e−tV (x) +

K∑
k=1

e
− tV (x)

2k e−
r2k−1
4td + e−

r2K
4td

)
.

Putting the above bound in (4.4.6) and replacing the sum over j with an integral as in (4.3.20)
and (4.3.21) we reach

∑
j>0

V (x)a2jae−tL(1Bj )(x) ≲ V (x)a

(
e−tV (x) +

K∑
k=1

e
− tV (x)

2k e−
r2k−1
4td + e−

r2K
4td

)∑
j>0

2jae−
σ2
x(s)

8t

≲ V (x)a

(
e−tV (x) +

K∑
k=1

e
− tV (x)

2k e−
r2k−1
4td + e−

r2K
4td

)∫ ∞

1
sa−1e−

σ2
x(s)

8t ds.
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The first term on the right-hand side of (4.4.6) was already estimated in the proof of Lemma 4.3.3

by

V (x)ae−tL(1)(x) ⩽ V (x)a

(
e−tV (x) +

K∑
k=1

e
− tV (x)

2k e−
r2k−1
2td + e−

r2K
2td

)
,

see (4.3.17). Hence, coming back to (4.4.6) we reach

e−tL(V a)(x) ≲ V (x)a
(∫ ∞

1
sa−1e−

σ2
x(s)

8 ds+ 1

)(
e−tV (x) +

K∑
k=1

e
− tV (x)

2k e−
r2k−1
4td + e−

r2K
4td

)

We use the above inequality to estimate
∫ 1
0 e

−tL(V a)(x) ta−1 dt. From this point on the proof
is a repetition of the argument in (4.3.17)–(4.3.22) that leads to (4.4.7).

Now we pass to the proof of (4.4.8). This time we merely estimate e−tL(1Bj )(x) by P(Ψj).
In view of (4.4.6) and (4.4.10) proceeding as in the proof of (4.4.7) we thus obtain

e−tL(V a)(x) ≲ V (x)a

(
e−tV (x) +

K∑
k=1

e
− tV (x)

2k e−
r2k−1
2td + e−

r2K
2td

)
+ V (x)a

∑
j>0

2jae−
s2j
4t

≲ V (x)a

(
e−tV (x) +

K∑
k=1

e
− tV (x)

2k e−
r2k−1
2td + e−

r2K
2td

)
+ V (x)a

∫ ∞

1
sa−1e−

σ2
x(s)

8 ds.

Once again we integrate the above expression by repeating the argument in (4.3.17)–(4.3.22)
and obtain (4.4.8).

Proof of (4.4.5) The growth assumption on V implies that

Ex[V (Xt)
a] ≲ (2πt)−d/2

∫
Rd

e−
|y−x|2

2t e
|y|2
4 dy. (4.4.11)

To estimate the above integral, we rewrite the exponent in the form

−|y|2

4
+

|y − x|2

2t
=

|y|2(2− t)− 4 ⟨x, y⟩+ 2|x|2

4t
=

∣∣∣y√2− t− 2x√
2−t

∣∣∣2 − 4|x|2
2−t + 2|x|2

4t

and plug it into (4.4.11) obtaining

Ex[V (Xt)
a] ≲ (2πt)−d/2 exp

 4|x|2
2−t − 2|x|2

4t

∫
Rd

exp

−

∣∣∣y√2− t− 2x√
2−t

∣∣∣2
4t

 dy

= (2πt)−d/2 exp

 4|x|2
2−t − 2|x|2

4t

∫
Rd

exp

(
−
∣∣y√2− t

∣∣2
4t

)
dy

= (2πt)−d/2 exp

(
2|x|2t
4t

)(
4πt

2− t

)d/2

=

(
2

2− t

)d/2

exp

(
|x|2

2

)

The quantity
(

2
2−t

)d/2
is bounded for t ∈ [0, 1], hence we get

Ex[V (Xt)
a] ≲ e|x|

2

, t ⩽ 1.
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Thus, using the Feynman–Kac formula (4.2.1) we estimate

e−tL(V a)(x) ⩽ Ex[V (Xt)
a] ≲ e|x|

2

,

so that ∫ 1

0
e−tL(V a)(x) ta−1 dt ≲ e|x|

2

.

This completes the proof of Proposition 4.4.1.

Now we pass to the integral (4.4.1) restricted to the range [1,∞). We shall prove several
results with varying assumptions on the potential V . For this reason the treatment here is
significantly more complicated than in Section 4.3.

We start with a counterpart of Proposition 4.4.1. To this end we need yet another quantity

Ka
c (V )(x) := min(1, V (x)a)

∫ ∞

1
e−cσx(s)sa−1 ds for a.e. x ∈ Rd, (4.4.12)

where a, c > 0. Note that this is essentially larger than Ja(V )(x) defined by (4.4.3) and used
in Proposition 4.4.1. Indeed, observe that for each c > 0 there is a constant M independent
of x and s such that σ2

x(s)
8 ⩾ cσx(s) − M for all s ⩾ 1 and x ∈ Rd, which means that

e−
σ2
x(s)

8 ⩽ eMe−cσx(s) and in turn

Ja(V )(x) ≲ Ka
c (V )(x). (4.4.13)

Proposition 4.4.2. Let V be an a.e. non-negative potential. Assume that the semigroup
e−tL satisfies (ED(δ)) with some δ > 0. Let a > 0, take b > a and define

c = min

(
b− a

8b
,
δa

4b

)
. (4.4.14)

Then ∫ ∞

1
e−tL(V a)(x) ta−1 dt ≲ (Ka

c (V )(x) + 1)(Ib(V )(x) + 1) (4.4.15)

uniformly in every x such that V (x) ̸= 0.
Moreover, if V is of exponential growth η, i.e.

V (x) ≲ eη|x|, (4.4.16)

with η <
√
δ√

2da
, then∫ ∞

1
e−tL(V a)(x) ta−1 dt ≲ exp

(√
daη|x|

)
, x ∈ Rd. (4.4.17)

Remark. The implicit constants in (4.4.15), (4.4.17) possibly depend on a, b, δ, η.

Proof. Proof of (4.4.15). Using the splitting into the sets Bj as in (4.4.6) and the Feynman–
Kac formula (4.2.1) we obtain

e−tL(V a)(x) ≲ V (x)ae−tL(1)(x) +
∑
j>0

V (x)a2jae−tL(1Bj )(x)

≲ V (x)ae−tL(1)(x) +
∑
j>0

V (x)a2jaEx[e
−

∫ t
0 V (Xs) ds1Ψj ]
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By Lemma 4.3.4 we have∫ ∞

1
V (x)ae−tL(1)(x) ta−1 dt ≲ Ia(V )(x) + 1 ≲ Ib(V )(x) + 1.

Hence, we only focus on the integral over the second term, namely
∫∞
1 Sx(t) t

a−1 dt with

Sx(t) :=
∑
j>0

V (x)a2jaEx[e
−

∫ t
0 V (Xs) ds1Ψj ]. (4.4.18)

Let p = b
a and let q be its conjugate exponent. Then Hölder’s inequality gives

Sx(t) ⩽
∑
j>0

V (x)a2ja
(
Ex[e

−p
∫ t
0 V (Xs)ds]

)1/p (
Ex[1Ψj ]

)1/q
≲
∑
j>0

V (x)a2ja
(
e−tL(1)(x)

)1/p P(Ψj)
1/q.

(4.4.19)

Using (4.4.19) we shall prove that∫ ∞

1
Sx(t) t

a−1 dt ≲ (Ib(V )(x) + 1)

(∫ ∞

1
e−cσx(s)sa−1 ds+ 1

)
. (4.4.20)

and ∫ ∞

1
Sx(t) t

a−1 dt ≲ V (x)a
(∫ ∞

1
e−cσx(s)sa−1 ds

)
. (4.4.21)

These two inequalities imply that∫ ∞

1
Sx(t) t

a−1 dt ≲ (Ka
c (V )(x) + 1)(Ib(V )(x) + 1),

and thus are enough to complete the proof of (4.4.15).
We start with (4.4.20). Using monotonicity, the semigroup property, and (ED(δ)) we

obtain that
e−tL(1)(x) = e−tL/2(e−tL/2(1))(x) ≲ e−δt/2e−L/2(1)(x).

Hence, (4.4.19) gives

Sx(t) ⩽ e
− δt

2p

(
V (x)ape−L/2(1)(x)

)1/p
·
∑
j>0

2jaP(Ψj)
1/q.

Since ap = b a repetition of the computation in (4.3.26) shows that

Sx(t) ≲ (Ib(V )(x) + 1) · e−
δt
2p ·
∑
j>0

2jaP(Ψj)
1/q. (4.4.22)

Now, using the estimate (4.4.10) for P(Ψj) we obtain

∑
j>0

2jaP(Ψj)
1/q ≲

∑
j>0

2jae
−

s2j
4tq . (4.4.23)

Consider the integral ∫ ∞

1
e
− δt

2p e
−

s2j
4tq ta−1 dt.
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We split it at t = sj and estimate each part separately:∫ ∞

1
e
− δt

2p e
−

s2j
4tq ta−1 dt ⩽

∫ sj

1
e
−

s2j
4tq ta−1 dt+

∫ ∞

sj

e
− δt

2p ta−1 dt

≲ e
−

sj
8q + e

−
δsj
4p ≲ e−csj .

Recall that c = min( b−a
8b ,

δa
4b ). Formally, the splitting above only works when sj ⩾ 1, however,

the estimate ∫ ∞

1
e
− δt

2p e
−

s2j
4tq ta−1 dt ≲ e−csj

remains true for any sj ⩾ 0. Consequently, integrating (4.4.23) we get∫ ∞

1
e
− δt

2p ·
∑
j>0

2jaP(Ψj)
1/qta−1 dt ⩽

∑
j>0

2jae−csj ≲
∫ ∞

1
e−cσx(s)sa−1 ds, (4.4.24)

where in the last inequality above we used the fact that sj = σx(2
j). Combining (4.4.24) with

(4.4.22) gives (4.4.20).
We pass to the proof of (4.4.21). Note that (4.4.19) and the assumption (ED(δ)) imply

Sx(t) ≲ e−δt/p
∑
j>0

V (x)a2jaP(Ψj)
1/q,

thus, an application of (4.4.24) produces∫ ∞

1
Sx(t) t

a−1 dt ≲ V (x)a
∫ ∞

1
e−cσx(s)sa−1 ds,

and (4.4.21) is justified.
Proof of (4.4.17). Using the Feynman–Kac formula (4.2.2) and Cauchy–Schwarz inequal-

ity we obtain

e−tL(V a)(x) ⩽ Ex

[
V 2a(Xt)

]1/2 Ex

[
e−2

∫ t
0 V (Xs) ds

]1/2
⩽ Ex

[
V 2a(Xt)

]1/2 (
e−tL(1)(x)

)1/2
.

Hence, the assumptions (ED(δ)) and (4.4.16) give

e−tL(V a)(x) ≲ e−δt/2
(
Exe

2ηa|Xt|
)1/2

.

We claim that the proof of (4.4.17) will be completed if we show that

Exe
2ηa|Xt| ≲ exp

(
2dη2a2t+ 2

√
dηa|x|

)
. (4.4.25)

Indeed, the above estimate leads to∫ ∞

1
e−tL(V a)(x) ta−1 dt ≲ e

√
dηa|x|

∫ ∞

1
exp
(
− δt

2 + dη2a2t
)
ta−1 dt ≲ e

√
dηa|x|,

where in the last inequality we used the assumption η <
√
δ√

2da
.
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It remains to justify (4.4.25). Since

Ex

[
e2ηa|Xt|

]
=

1

(2πt)d/2

∫
Rd

e2ηa|z|e−
|x−z|2

2t dz ⩽
1

(2πt)d/2

∫
Rd

e2ηa
∑d

i=1 |zi|e−
|x−z|2

2t dz

=
d∏

i=1

1√
2πt

∫
R
e2ηa|zi|e−

|xi−zi|2
2t dzi

(4.4.26)

it suffices to focus on each of the factors in the above product separately. A simple computation
shows that

1√
2πt

∫
R
e2ηa|zi|e−

|xi−zi|2
2t dzi ⩽ e2ηa|xi| 1√

2πt

∫
R
e2ηa|zi−xi|e−

|xi−zi|2
2t dzi

= e2ηa|xi| 1√
2πt

∫
R
e2ηa|y|e−

|y|2
2t dy ⩽ 2e2ηa|xi| 1√

2πt

∫
R
e2ηaye−

|y|2
2t dy

= 2e2ηa|xi|e
(2ηa)2t

2 = 2e2ηa|xi|e2η
2a2t.

Hence, coming back to (4.4.26) and using the inequality
∑d

i=1 |xi| ⩽
√
d|x| we obtain

Ex

[
e2ηa|Xt|

]
⩽ 2de2dη

2a2t
d∏

i=1

e2ηa|xi| ≲ exp
(
2dη2a2t+ 2

√
dηa|x|

)
,

thus proving the claim (4.4.25).
The proof of Proposition 4.4.2 is thus completed.

By a comparison with the Hermite semigroup we can improve Proposition 4.4.2 in the full
range a > 0 for potentials V which grow faster than |x|2 at infinity.

Proposition 4.4.3. Let c, b,N be positive constants. Assume that V ∈ L∞
loc is an a.e. non-

negative potential that satisfies c|x|2 ⩽ V (x) for a.e. |x| ⩾ N and V (x) ≲ eb|x|
2

. Denote
µ = d1/3

5N2 . Then, for each 0 < a ⩽
µ tanh µ

2
4b we have∫ ∞

1
e−tL(V a)(x) ta−1 dt ≲ 1, x ∈ Rd. (4.4.27)

Proof. Denote by ω a C∞
c function which is equal to c|x|2 for |x| ⩽ N , is bounded by c|x|2,

and vanishes for |x| ⩾ 2N . Then, for all k ∈ (0, 1], we have

V (x) + kω(x) ⩾ ck|x|2, for a.e. x ∈ Rd.

Hence, using (4.2.2) and Cauchy–Schwarz inequality we obtain

e−tL(V a)(x) = Ex

[
e−

∫ t
0 V (Xs) dsV a(Xt)

]
= Ex

[
e−

∫ t
0 (V+kω)(Xs) dsV a(Xt) · ek

∫ t
0 ω(Xs) ds

]
⩽
(
Ex

[
e−2

∫ t
0 (V+kω)(Xs) dsV 2a(Xt)

])1/2
·
(
Ex

[
e2k

∫ t
0 ω(Xs) ds

])1/2
⩽
(
Ex

[
e−2ck

∫ t
0 |Xs|2 dsV 2a(Xt)

])1/2
·
(
Ex

[
e2k

∫ t
0 ω(Xs) ds

])1/2
=
(
e−t(−∆

2
+2ck|x|2)(V 2a)(x)

)1/2
·
(
Ex

[
e2k

∫ t
0 ω(Xs) ds

])1/2
.

(4.4.28)
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In what follows we denote
γ = γ(c, k) = 2

√
ck.

Throughout the proof the implicit constants in ≲ depend on k ∈ (0, 1], thus also on γ.
Appropriate k and γ will be fixed at a later stage. From [53, 4.1.2] or [49, 1.4] we deduce that

e−t(−∆
2
+2ck|x|2)f(x) = e−t(−∆

2
+ γ2

2
|x|2)f(x) =

( γ
2π

)d/2 ∫
Rd

Kγ
t (x, y)f(y) dy,

with

Kγ
t (x, y) =

1

(sinh γt)d/2
exp

(
−γ
2

(
|x|2 + |y|2

)
coth γt+

γ ⟨x, y⟩
sinh γt

)
=

1

(sinh γt)d/2
exp

(
−γ|x− y|2

4 tanh γt
2

−
γ tanh γt

2

4
|x+ y|2

)
.

Using the upper bound on V we estimate e−t(−∆
2
+ γ2

2
|x|2)(V 2a) as follows

e−t(−∆
2
+ γ2

2
|x|2)(V 2a)(x)

≲
1

(sinh γt)d/2

∫
Rd

V (y)2a exp

(
−γ|x− y|2

4 tanh γt
2

−
γ tanh γt

2

4
|x+ y|2

)
dy

≲ e−
dγt
2

∫
Rd

exp

(
2ab|y|2 − γ|x− y|2

4 tanh γt
2

−
γ tanh γt

2

4
|x+ y|2

)
dy (4.4.29)

Rewriting the exponents we obtain

2ab|y|2 − γ|x− y|2

4 tanh γt
2

−
γ tanh γt

2

4
|x+ y|2

=

(
2ab− γ coth γt

2

) ∣∣∣∣y + γ csch γt

4ab− γ coth γt
x

∣∣∣∣2 −
(
γ coth γt

2
+

(γ csch γt)2

8ab− 2γ coth γt

)
|x|2.

We see that for the integral in (4.4.29) to be finite the quantity φ(t) := 2ab− γ coth γt
2 has to

be negative for all t ⩾ 1, which is satisfied for a ⩽
γ tanh γ

2
4b since γ tanh γ

2
4b < γ coth γt

4b . For such
a we have φ(t) ⩽ γ

2 (tanh
γ
2 − coth γt) and∫

Rd

exp

(
2ab|y|2 − γ|x− y|2

4 tanh γt
2

−
γ tanh γt

2

4
|x+ y|2

)
dy

= exp

(
−

(
γ coth γt

2
+

(γ csch γt)2

4φ(t)

)
|x|2
)∫

Rd

eφ(t)|y|
2

dy

⩽ exp

(
−γ
2

(
coth γt+

csch2 γt

tanh γ
2 − coth γt

)
|x|2
)(

− π

φ(t)

)d/2

.

Denoting ψ(t) := coth γt+ csch2 γt
tanh γ

2
−coth γt

a calculation gives

ψ′(t) = −
γ csch2 γt ·

(
−1 + tanh2 γ

2

)(
tanh γ

2 − coth γt
)2 .
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Since ψ′ is positive the function ψ is strictly increasing. Moreover it has a zero at t = 1
2 so

that for t ⩾ 1 we have ψ(t) ⩾ ψ(1) = δ > 0 and thus we can continue the previous calculation
as follows

exp

(
−γ
2

(
coth γt+

csch2 γt

tanh γ
2 − coth γt

)
|x|2
)(

− π

φ(t)

)d/2

≲ e−
γδ|x|2

2 (−φ(t))−d/2

Next we need to handle the term (−φ(t))−d/2. Since a ⩽
γ tanh γ

2
4b we see that

(−φ(t))−d/2 ≲
(
γ
(
coth γt− tanh

γ

2

))−d/2
≲ 1, t ⩾ 1.

Finally plugging the above estimates in (4.4.29) we get

e−t(−∆
2
+ γ2

2
|x|2)(V 2a)(x) ≲ e−

dγt
2 e−

γδ|x|2
2 , (4.4.30)

uniformly in x ∈ Rd and t ⩾ 1.

Next we estimate
(
Ex

[
e2k

∫ t
0 ω(Xs) ds

])1/2
. Since ω ⩽ 4cN2

1P for P = [−2N, 2N ]×Rd−1,
we can apply Lemma 4.3.2 with k′ = 4ckN2, which gives

Ex

[
e2k

∫ t
0 ω(Xs) ds

]
≲ e512c

2k2N6t = e32γ
4N6t (4.4.31)

Combining (4.4.30) and (4.4.31) and coming back to (4.4.28) we reach

∫ ∞

1
e−tL(V a)(x) ta−1 dt ≲ e−

γδ|x|2
4

∫ ∞

1
e−

dγt
4 e16γ

4N6tta−1 dt ≲ 1, x ∈ Rd,

provided that γ < d1/3

4N2 . This can be achieved by taking k = min(1, µ
2

4c ), since for such k we
have

γ = 2
√
ck ⩽ µ <

d1/3

4N2
.

The proof of Proposition 4.4.3 is thus completed.

We shall now derive L1 boundedness of Ra
V using Proposition 4.4.1 together with one of

the Propositions 4.4.2 and 4.4.3.
Combining Proposition 4.4.1 and Proposition 4.4.2 we get a theorem on the L1 bound-

edness of Ra
V . Note that this theorem inherits the stronger assumptions on V from Proposi-

tion 4.4.2. Its advantage is the allowance of large a when V (x) ≲ eη|x| with small η. This is
useful for instance when V (x) ≈g |x|α.

Theorem 4.4.4. Let V be an a.e. non-negative potential having an exponential growth
(4.4.16) for some η > 0 and such that e−tL has an exponential decay (ED(δ)) of order δ > 0.
Let 0 < a <

√
δ

η
√
2d

, take b > a and let c be the constant defined in (4.4.14). If

Ka
c (V )(x) ≲g 1 and Ib(V )(x) ≲g 1,

then Ra
V is bounded on L1.

103:50170



4.4. L1 BOUNDEDNESS FOR CLASSES OF POTENTIALS 96

Proof. By duality it suffices to estimate the L∞ norm of

1

Γ(a)

∫ ∞

0
e−tL(V a)ta−1 dt =

1

Γ(a)

∫ 1

0
e−tL(V a)ta−1 dt+

1

Γ(a)

∫ ∞

1
e−tL(V a)ta−1 dt

=: L+G.

(4.4.32)

Using the bound eη|x| ≲ e
|x|2
4a and (4.4.5) from Proposition 4.4.1 we see that

L(x) ≲ C(N),

whenever |x| ⩽ N . Then (4.4.13) together with (4.4.4) from Proposition 4.4.1 gives

∥L∥∞ ≲ 1.

The estimate
∥G∥∞ ≲ 1

is a straightforward consequence of our assumptions and Proposition 4.4.2.

Proposition 4.4.1 and Proposition 4.4.3 allow us to improve Theorem 4.4.4 for potentials
that grow at least as a constant times |x|2. The improvement comes from the replacement of
the condition Ka

c (V )(x) ≲g 1 by Ja(V )(x) ≲ 1. This is useful e.g. for potentials V (x) = β|x|,
β > 1, for which Ka

c (V ) may be unbounded.

Theorem 4.4.5. Let 0 < a < ∞ and let V be an a.e. non-negative potential which satisfies
the estimate c|x|2 ≲g V (x) for some c > 0. Assume that for all ε > 0 we have V (x) ≲ε e

ε|x|2.
If

Ja(V )(x) ≲g and Ia(V )(x) ≲g 1,

then Ra
V is bounded on L1.

Proof. We use the splitting (4.4.32) again. The estimate ∥G∥∞ ≲ 1 is a consequence of
Proposition 4.4.3. Indeed, the assumption V (x) ≲ eε|x|

2

with arbitrarily small ε > 0 implies
that we can apply Proposition 4.4.3 with arbitrarily large a > 0. The bound ∥L∥∞ ≲ 1 follows
from the assumptions and Proposition 4.4.1 as in the proof of Theorem 4.4.4.

As a corollary of Theorems 4.4.4 and 4.4.5 we obtain the L1 boundedness of Ra
V for various

classes of potentials. The corollary below is a restatement of Theorem 4.0.3 from the beginning
of the chapter in the L1 case.

Corollary 4.4.6. Let V : Rd → [0,∞) be a function in L∞
loc. Then in all the three cases

1. V (x) ≈ 1 globally

2. For some α > 0 we have V (x) ≈ |x|α globally

3. For some β > 1 we have V (x) ≈ β|x| globally

each of the Riesz transforms Ra
V , a > 0, is bounded on L1.
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Remark. Similarly to Corollary 4.3.6 the Euclidean norm |·| in (2) and (3) can be replaced by
an arbitrary norm on Rd.

Proof. In the proof implicit constants in ≲, ≳, and ≈ do not depend on x ∈ Rd but may
depend on a > 0, α > 0 or β > 1.

Note that in all three cases the assumptions of Lemma 4.3.1 are satisfied so that the
semigroup e−tL satisfies (ED(δ)).

In case 1) we merely use (ED(δ)) and obtain

1

Γ(a)

∫ ∞

0
e−tL(V a)(x)ta−1 dt ≲

1

Γ(a)

∫ ∞

0

∥∥e−tL(1)
∥∥
∞ ta−1 dt ≲ 1,

uniformly in x ∈ Rd.
In the treatment of the remaining cases we will apply Theorem 4.4.4 in case 2) and

Theorem 4.4.5 in case 3).
We start with case 2); the task is to check that the assumptions of Theorem 4.4.4 hold.

Clearly (4.4.16) is true for any η > 0. In the proof of Corollary 4.3.6 we justified in (4.3.30)
that Ib(V )(x) ≲g 1 for any b > 0. Finally we need to control Ka

c (V )(x). To this end we shall
estimate σx(s) from below. Let C, N , m and M be non-negative constants such that

m|x|α < V (x) < M |x|α for a.e. |x| > N

and
V (x) ⩽ C for a.e. |x| ⩽ N.

Take |x| ⩾ N and assume that |x− y| < ε|x|s1/α, where ε > 0 is a constant to be determined
in a moment. Then

|y| ⩽ |x|+ |x− y| ⩽ |x|(1 + εs1/α)

so that for |y| > N we have

V (y) ⩽M |y|α ⩽M |x|α
(
1 + εs1/α

)α
⩽MA|x|α (1 + εαs)

for some constant A ⩾ 1 depending only on α. On the other hand

V (x) ⩾ m|x|α

so taking ε such that MAεα = m
2 we see that the inequality |x− y| < ε|x|s1/α implies

V (y) ⩽MA|x|α (1 + εαs) ⩽MA|x|α +
sV (x)

2
⩽

(
MA

m
+
s

2

)
V (x) ⩽ sV (x),

whenever s is large enough (independently of x). Thus we proved that σx(s) ⩾ ε|x|s1/α for
such s and a.e. |x| ⩾ N . Consequently,

Ka
c (V )(x) ≲g 1 +

∫ ∞

1
e−cε|x|s1/αsa−1 ds ≲g 1

for any a, c > 0 and an application of Theorem 4.4.4 completes the proof in case 2).
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Finally we justify case 3). It is clear that c|x|2 ≲g V (x) ≲ eε|x|
2

for some c > 0 and all
ε > 0. Moreover, in the proof of Corollary 4.3.6 in (4.3.33) we justified that Ia(V )(x) ≲g 1.
Thus, in order to use Theorem 4.4.5 it remains to estimate Ja(V )(x). Similarly, to case 2)
we shall estimate σx(s) from below. Let M > 0 be a constant such that V (y) ⩽ Mβ|y|, for
a.e. y ∈ Rd and let N , m be non-negative constants such that mβ|x| < V (x) for a.e. |x| ⩾ N .
Take |x| ⩾ N , s ⩾ 1 and assume that |x− y| < 1

2 logβ s. Then we have |y| ⩽ |x|+ 1
2 logβ s, so

that
V (y) ⩽Ms1/2β|x| ⩽

M

m
s1/2V (x) ⩽ sV (x),

for s large enough (independently of y and x). In other words we proved that σx(s) ⩾ 1
2 logβ s

whenever |x| ⩾ N and s is uniformly large enough. Consequently,

Ja(V )(x) ≲g 1 +

∫ ∞

1
e−

(logβ s)2

32 sa−1 ds ≲g 1

for any a > 0 and an application of Theorem 4.4.5 completes the proof in case 3).

We finish this section with improved results for Riesz transforms Ra
V in the range 0 < a <

1. These results are not needed in the proof of Corollary 4.4.6, however they might be useful
in other cases.

Using the L1 boundedness ofR1
V one may improve Proposition 4.4.2 in the range 0 ⩽ a ⩽ 1.

Proposition 4.4.7. Let a ⩽ 1 and assume that e−tL satisfies (ED(δ)) with some δ > 0. Then
the estimate ∫ ∞

1
e−tL(V a)(x) ta−1dt ≲ 1 (4.4.33)

holds uniformly in x ∈ Rd.

Proof. Observe that for a ⩽ 1 we have

e−tL(V a)(x) ⩽ e−tL(V )(x) + e−tL(1)(x),

so that∫ ∞

1
e−tL(V a)(x) ta−1 dt ⩽

∫ ∞

1
e−tL(V )(x) ta−1 dt+

∫ ∞

1
e−tL(1)(x) ta−1 dt. (4.4.34)

From e.g. [2, Theorem 4.3] we see that the operator R1
V is bounded on L1 which, by duality,

means that the first integral in (4.4.34) is bounded independently of x. Boundedness of the
second integral follows from (ED(δ)).

Finally, combining Proposition 4.4.7 and Proposition 4.4.1 we obtain an improved version
of Theorem 4.4.4 in the range 0 < a ⩽ 1.

Theorem 4.4.8. Let 0 < a ⩽ 1 and let V be an a.e. non-negative potential which satisfies
the growth estimate V (x) ≲ exp

(
|x|2
4a

)
and such that e−tL has an exponential decay (ED(δ))

for some δ > 0. If
Ja(V )(x) ≲g 1 and Ia(V )(x) ≲g 1,

then Ra
V is bounded on L1.
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Proof. We use the splitting (4.4.32). The estimate ∥G∥∞ ≲ 1 is an immediate consequence of
Proposition 4.4.7. The bound ∥L∥∞ ≲ 1 follows from the assumptions and Proposition 4.4.1

as in the proof of Theorem 4.4.4.
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Chapter 5

Dimension-free estimates for Riesz
transforms associated with
Schrödinger operators

In this chapter we investigate the same Riesz transforms Ra
V as in Chapter 4, see (4.0.1),

but this time we aim at estimating their norm independently of the dimension d of the
underlying space Rd. In order to achieve the desired results we consider only potentials of the
form

V (x) = V1(x) + · · ·+ Vd(x), (5.0.1)

where each Vi acts only on the i-th coordinate of the argument x and has polynomial growth
with the exponent not greater than 2, i.e. there are absolute constants m and M such that

m|xi|α ⩽ Vi(x) ⩽M |xi|α (5.0.2)

for some 0 < α ⩽ 2. This holds for example if Vi(x) = x2i and V (x) = |x|2, which results in the
operator L = −1

2∆+ |x|2 called the harmonic oscillator. The Riesz transform R
1/2

|x|2 associated
with the harmonic oscillator is known to be bounded independently of the dimension, see
[24, 28, 34], although only if a = 1

2 .
By the definition (4.0.1) of Ra

V and the positivity-preserving property of the semigroup
e−tL obtaining the L∞ bounds for Ra

V amounts to estimating the value of Ra
V (1)(x) inde-

pendently of x and d, which in turn hints that the main part of the proof is estimating the
semigroup applied to the constant function 1, i.e. e−tL(1). The particular structure of V
(5.0.1) lets us write

L =
d∑

i=1

Li, where Li = −1

2

∂2

∂x2i
+ Vi, (5.0.3)

and, as a consequence, factorize the semigroup e−tL in the following way

e−tL =

d∏
i=1

e−tLi and hence e−tL(1)(x) =

d∏
i=1

e−tLi(1)(x). (5.0.4)

This is the key property allowing us to get estimates that does not depend on the dimension
d.
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108:28162



101

The main result of the chapter is the following theorem.

Theorem 5.0.1. Fix α > 0 and let V given by (5.0.1) satisfy (5.0.2). For a > 0 let the Riesz
transform Ra

V be defined as in (4.0.1). Then there is a constant C > 0 depending on m, M ,
and α and independent of the dimension d such that

∥Ra
V f∥∞ ⩽ C∥f∥∞, f ∈ L∞.

As a by-product of our considerations we also obtain L1 estimates for Ra
V , but only for a

limited range of a. The reason for this is that we need to use concavity of the function xa.

Theorem 5.0.2. Fix α > 0 and let V given by (5.0.1) satisfy (5.0.2). For a ⩽ 1 let the Riesz
transform Ra

V be defined as in (4.0.1). Then there is a constant C > 0 depending on m, M ,
and α and independent of the dimension d such that

∥Ra
V f∥1 ⩽ C∥f∥1, f ∈ L1.

As mentioned above, the proof of the theorems is based on the estimates of the semigroup
e−tL, thus similarly to the previous chapter we will extensively use the Feynman–Kac formula

e−tLf(x) = Ex

[
e−

∫ t
0 V (Xs) dsf(Xt)

]
, f ∈ L2. (5.0.5)

It will let us obtain exponential estimates for the one-dimensional semigroups e−tLi ,
namely

e−tLi(1)(x) ⩽ e−cN tVi(x) for t ⩽ N,

which we will then combine, using the factorization property (5.0.4), into an estimate for the
whole semigroup e−tL. As mentioned in the introduction, it is noteworthy that the constant
in front of the exponential in the above estimate is 1. This means that we can multiply
one-dimensional bounds to estimate the full semigroup e−tL without constants growing with
the dimension. From that moment the proof will be similar to L∞ and L1 estimates of the
operator Ra

V presented in Sections 4.3 and 4.4, in particular instead of estimating the L1 norm
of Ra

V = V aL−a directly we estimate the L∞ norm of the adjoint operator

(L−aV a)f(x) =
1

Γ(a)

∫ ∞

0
e−tL(V af)(x) ta−1 dt.

In this case the formula for the factorization of the semigroup becomes

e−tL(V ) =

d∑
i=1

e−tL(Vi) =

d∑
i=1

e−tLi
(1) e−tLi(Vi), where Li = L− Li.

Since now we pursue dimension-free estimates, the notation A ≲ B means that A ⩽ CB

for some constant C > 0 which does not depend on the dimension d but may depend on a,
α, m and M . If both A ≲ B and B ≲ A, then we write A ≈ B.
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5.1 Definitions

In this chapter we consider the same operators as in Chapter 4 and thus we encourage
the reader to consult Section 4.2, where we define the semigroup e−tLf for f ∈ L∞ and the
Riesz transform Ra

V and then we present basic facts regarding these operators. In particular
it follows that Theorem 5.0.1 may be rewritten as

Theorem 5.1.1. Fix α > 0 and let V given by (5.0.1) satisfy (5.0.2). For a > 0 let the Riesz
transform Ra

V be defined as in (4.0.1). Then there is a constant C > 0 independent of the
dimension d such that

∥Ra
V (1)∥∞ ⩽ C.

The only additional operators we need are the one-dimensional semigroups e−tLi , where

Li = −1

2

∂2

∂x2i
+ Vi, i = 1, . . . , d.

For x = (x1, . . . , xd) ∈ Rd, y ∈ R and f : Rd → R let

fxi(y) = f(x1, . . . , xi−1, y, xi+1, . . . , xd).

Then for i = 1, . . . , d we define

e−tLif(x) := Exi

[
e−

∫ t
0 Vi(Xs) dsfxi(Xi

t)
]
, f ∈ L∞. (5.1.1)

The expectation Exi is taken with regards to the Wiener measure of the standard one-
dimensional Brownian motion {Xi

s}s>0 starting at xi ∈ R.
As the next lemma shows, this is the definition that suits best our purpose of factorizing

the semigroup e−tL into one-dimensional factors e−tLi .

Lemma 5.1.2. Fix d and let the d-dimensional semigroup e−tL be given by (4.2.2) and the
one-dimensional semigroup e−tLi by (5.1.1). Then for f ∈ L∞ we have

e−tLf(x) =

((
d∏

i=1

e−tLi

)
f

)
(x) and e−tL(1)(x) =

d∏
i=1

(
e−tLi(1)(x)

)
. (5.1.2)

Proof. We will prove by induction that for k = 1, . . . , d we have((
k∏

i=1

e−tLi

)
f

)
(x) = E(x1,...,xk)

[
e−

∫ t
0

∑k
i=1 Vi(Xs) dsf(X1

t , . . . , X
k
t , xk+1, . . . , xd)

]
, (5.1.3)

which justifies the first formula in (5.1.2) if we take k = d.
The case k = 1 is clear from the definition (5.1.1) of e−tL1 . Now suppose that (5.1.3)

holds. Then((
k+1∏
i=1

e−tLi

)
f

)
(x) = Exk+1

[
e−

∫ t
0 Vk+1(Xs) ds

((
k∏

i=1

e−tLi

)
f

)
xk+1

(Xk+1
t )

]
= Exk+1

[
e−

∫ t
0 Vk+1(Xs) ds E(x1,...,xk)

[
e−

∫ t
0

∑k
i=1 Vi(Xs) dsf(X1

t , . . . , X
k
t , X

k+1
t , xk+2, . . . , xd)

]]
= E(x1,...,xk+1)

[
e−

∫ t
0

∑k+1
i=1 Vi(Xs) dsf(X1

t , . . . , X
k+1
t , xk+2, . . . , xd)

]
.
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Note that we can use the same Brownian motion in the inner and in the outer expected value
since its coordinates are independent of each other and Vi(Xs) depends only on Xi

s.
The second formula in (5.1.2) follows from the definitions of e−tL and e−tLi and the fact

that the coordinates of d-dimensional Brownian motion are independent.

5.2 One-dimensional estimates

In this section we prove the aforementioned exponential decay of the one-dimensional
semigroup which we will then combine to estimate the semigroup e−tL.

Lemma 5.2.1. For every N > 0 there is a constant cN > 0 such that

e−tLi(1)(x) ⩽ e−cN tVi(x) (5.2.1)

for all x ∈ Rd and 0 ⩽ t ⩽ N . Moreover, if |xi| ⩽ 4, then

e−tLi(1)(x) ⩽ e
−cN

(
t
α
2 +1+tVi(x)

)
, t ⩽ N. (5.2.2)

Proof. First we will show that (5.2.1) is satisfied for 0 ⩽ t ⩽ t0 for some t0 and then we will
extend the estimate to all 0 ⩽ t ⩽ N .

We begin with the case |xi| ⩽ 4. We will make use of the inequality

e−x ⩽ 1− x+
x2

2
, x ⩾ 0. (5.2.3)

The Feynman–Kac formula (5.1.1) together with (5.2.3) give

e−tLi(1)(x) ⩽ 1− Exi

[∫ t

0
Vi(Xs) ds

]
+

1

2
Exi

[(∫ t

0
Vi(Xs) ds

)2
]
. (5.2.4)

We need to estimate the first and the second expected value in the expression above. In order
to do this we will need the fact that for any a, b ⩾ 0 and α > 0 we have

(a+ b)α ≈ aα + bα (5.2.5)

and an estimate for the moments of the standard normal distribution

E
∣∣Xi

s

∣∣α ≈ sα/2.

Let us begin by estimating ExiVi(Xs) from below and assume without loss of generality
that xi ⩾ 0.

Exi [Vi(Xs)] ≳ E0

∣∣Xi
s + xi

∣∣α ⩾ E0

[
1{Xi

s⩾0}(X
i
s + xi)

α
]
≈ sα/2 + xαi

Integrating this gives

Exi

[∫ t

0
Vi(Xs) ds

]
≳ t

α
2
+1 + txαi .
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Now we estimate the last term in (5.2.4) using Cauchy–Schwarz inequality.

Exi

[(∫ t

0
Vi(Xs) ds

)2
]
≲ t

∫ t

0
E0

[∣∣Xi
s + xi

∣∣2α] ds ≲ t

∫ t

0
E0

[∣∣Xi
s

∣∣2α + x2αi

]
ds

≈ t

∫ t

0
sα + x2αi ds ≈ tα+2 + t2x2αi ⩽

(
t
α
2
+1 + txαi

)2
.

Plugging this into (5.2.4), recalling that |xi| ⩽ 4, and choosing t0 sufficiently small yields

e−tLi(1)(x) ⩽ 1− c1

(
t
α
2
+1 + txαi

)
+ c2

(
t
α
2
+1 + txαi

)2
⩽ 1− c

(
t
α
2
+1 + txαi

)
⩽ e

−c
(
t
α
2 +1+txα

i

)

which implies (5.2.1) and (5.2.2) for t ⩽ t0.
The second case is when |xi| > 4 and tVi(x) ⩽ 2A log 5, where A = 2αM

m with m and M

as in (5.0.2). We will roughly show that then we have

d

dt
e−tLi(1)(x) = −e−tLi(Vi)(x) ⩽ −cVi(x). (5.2.6)

However since the equality may not hold, we replace Vi with V n
i (x) = min(Vi(x), n) for any

n > 0, we establish (5.2.6) for V n
i , then we prove (5.2.1) for V n

i and finally we deduce (5.2.1)
for Vi.

Recall that Vi satisfies m|xi|α ⩽ Vi(x) ⩽M |xi|α and take xi, yi ∈ R such that |xi − yi| ⩽
|xi|
2 . Then |xi|

2 ⩽ |yi| ⩽ 2|xi| so that we have

Vi(y) ⩽M |yi|α ⩽ 2αM |xi|α ⩽
2αM

m
Vi(x) = AVi(x)

and
Vi(y) ⩾ m|yi|α ⩾ m

|xi|α

2α
⩾

m

2αM
Vi(x) =

1

A
Vi(x)

We also calculate the probability that sup0⩽s⩽t

∣∣Xi
s − xi

∣∣ ⩾ |xi|
2 using the reflection principle

to get

P
(

sup
0⩽s⩽t

∣∣Xi
s − xi

∣∣ ⩾ |xi|
2

)
⩽ 4e−

|xi|2
8t . (5.2.7)

Now, for n > 0, we define V n
i (x) = min(Vi(x), n) and Ln

i = −∆
2 + V n

i and use the
Feynman–Kac formula and (5.2.7) to get

e−tLn
i (V n

i )(x) = Exi

[
e−

∫ t
0 V n

i (Xs) dsV n
i (Xt)

]
⩾ Exi

[
e−

∫ t
0 Vi(Xs) dsV n

i (Xt)
]

⩾ P
(
∀0⩽s⩽t

V n
i (x)
A ⩽ V n

i (Xs) and Vi(Xs) ⩽ AVi(x)
) V n

i (x)

A
e−AtVi(x)

⩾ P
(
∀0⩽s⩽t

Vi(x)
A ⩽ Vi(Xs) ⩽ AVi(x)

) V n
i (x)

A
e−AtVi(x)

⩾
V n
i (x)

A

(
1− 8e−

|xi|2
8t

)
e−2A2 log 5

⩾
V n
i (x)

A

(
1− 8e

− 42

8t0

)
e−2A2 log 5 ⩾ cV n

i (x)
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if t0 is sufficiently small, which proves that

d

dt
e−tLn

i (1)(x) = −e−tLn
i (V n

i )(x) ⩽ −cV n
i (x). (5.2.8)

Differentiation is allowed here by the Leibniz integral rule. Now we show that this implies a
version of (5.2.1) with V n

i . Consider the function

f(t) = e−tLn
i (1)(x) ectV

n
i (x).

If we differentiate it and use (5.2.8), we get

f ′(t) =
d

dt
e−tLn

i (1)(x) ectV
n
i (x) + cV n

i (x) e−tLn
i (1)(x) ectV

n
i (x)

⩽ −cV n
i (x) ectV

n
i (x) + cV n

i (x) ectV
n
i (x) = 0.

Since f(0) = 1, we conclude that

e−tLn
i (1)(x) ⩽ e−ctV n

i (x).

Now we take the limit as n goes to infinity on both sides of the inequality. The left-hand side
becomes

lim
n→∞

e−tLn
i (1)(x) = lim

n→∞
Exi

[
e−

∫ t
0 V n

i (Xs) ds
]
= Exi

[
e−

∫ t
0 Vi(Xs) ds

]
= e−tLi(1)(x).

Passing with the limit under the integral sign is allowed since the integrand is dominated by
the constant function 1 which is integrable. On the right-hand side we get

lim
n→∞

e−ctV n
i (x) = e−ctVi(x),

so altogether we get (5.2.1).
The last case to consider is |xi| > 4 and tVi(x) > 2A log 5. We choose sufficiently small t0

and use (5.2.7) to obtain

e−tLi(1)(x) ⩽ e−
tVi(x)

A P
(
∀0⩽s⩽t

Vi(x)
A ⩽ Vi(Xs)

)
+ 1 · P

(
∃0⩽s⩽t

Vi(x)
A > Vi(Xs)

)
⩽ e−

tVi(x)

A + 4e−
|xi|2
8t ⩽ 5e−

tVi(x)

A ⩽ e−
tVi(x)

2A ,

(5.2.9)

which is (5.2.1). In the second-to-last inequality we used the assumption α ⩽ 2.
Recall that we have just proved that

e−tLi(1)(x) ⩽ e−ctVi(x)

is satisfied for t ⩽ t0 and x ∈ Rd. If N ⩽ t0, then the proof is finished, so suppose that N > t0

and take t ∈ [t0, N ]. Then we have

e−tLi(1)(x) ⩽ e−t0Li(1)(x) ⩽ e−ct0Vi(x) = e−c
t0
t
tVi(x) ⩽ e−c

t0
N
tVi(x) = e−cN tVi(x).

The inequality (5.2.2) can be extended to t ∈ [0, N ] in a very similar way. Suppose that N > t

and take t ∈ [t0, N ]. Then

e−tLi(1)(x) ⩽ e
−c

(
t
α
2 +1

0 +t0Vi(x)

)
⩽ e

−c

(
( t0
N )

α
2 +1

t
α
2 +1+

t0
N
tVi(x)

)
= e

−cN

(
t
α
2 +1+tVi(x)

)
.

This finishes the proof.
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5.3 L∞ dimension-free estimates

In this section we prove Theorem 5.1.1 using one-dimensional estimates from Lemmas
5.2.1 and 4.3.1. The latter result applied to each of the one-dimensional semigroups e−tLi ,
together with the factorization property (5.1.2), gives

e−tL(1)(x) ⩽ e−tδd (5.3.1)

for x ∈ Rd and t ⩾ N , where N > 0 and δ > 0 are universal constants.
First we estimate the upper part of the integral in (4.0.1), i.e. the integral from N to ∞,

dividing the calculations into two cases depending on the value of a. If a < 1, then

V (x)a
∫ ∞

N
e−tL(1)(x) ta−1 dt ⩽ V (x)a e−

N
2
L(1)(x)

∫ ∞

N
e−

t
2
δd ta−1 dt

≲
Na−1

δd
V (x)a e−

N
2
L(1)(x) ≲

1

d

d∑
i=1

Vi(x)
a e−

N
2
Li(1)(x).

In the last inequality we used the fact that

(x1 + · · ·+ xd)
a ⩽ xa1 + . . . xad

for a ⩽ 1 and xi ⩾ 0.
If, on the other hand, a ⩾ 1, then

V (x)a
∫ ∞

N
e−tL(1)(x) ta−1 dt ⩽ V (x)a e−

N
2
L(1)(x)

∫ ∞

N
e−

t
2
δd ta−1 dt

≲
1

(δd)a
V (x)a e−

N
2
L(1)(x) ≲

1

d

d∑
i=1

Vi(x)
a e−

N
2
Li(1)(x).

Here in the last inequality we used that fact that

(x1 + · · ·+ xd)
a ⩽ da−1 (xa1 + · · ·+ xad)

for a ⩾ 1 and xi ⩾ 0, which follows from Jensen’s inequality or Hölder’s inequality. Thus, we
have reduced our problem to the one-dimensional case of estimating V a

i e
−N

2
Li(1), which may

be done by invoking (5.2.1), namely

Vi(x)
a e−

N
2
Li(1)(x) ⩽ Vi(x)

a e−
N
2
cNVi(x) ⩽

(
2a

NcNe

)a

(5.3.2)

Then we handle the lower part of the integral in (4.0.1). We estimate e−tL(1)(x) for t ⩽ N

independently of x and d by using (5.2.1) and the factorization property (5.1.2), which gives

e−tL(1)(x) ⩽ e−cN tV (x),

and then integrate

V (x)a
∫ N

0
e−tL(1)(x) ta−1 dt ⩽ V (x)a

∫ ∞

0
e−cN tV (x) ta−1 dt ≈ c−a

N .

This completes the proof of Theorem 5.1.1.
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5.4 L1 dimension-free estimates

In this section we will again use the one-dimensional estimates for the semigroups e−tLi

to prove dimension-free estimates of the L1 norm of Ra
V for 0 < a ⩽ 1. The idea is the same

as in Section 4.4, i.e. to estimate the L∞ norm of the adjoint operator formally given by

(L−aV a)f(x) =
1

Γ(a)

∫ ∞

0
e−tL(V af)(x) ta−1 dt.

As before the positivity-preserving property of e−tL lets us reduce the task to estimating the
L∞ norm of

L−a(V a)(x) =
1

Γ(a)

∫ ∞

0
e−tL(V a)(x) ta−1 dt. (5.4.1)

The question of well-definedness of the function L−a(V a)(x) is addressed in Section 4.4. As
in the L∞ case we reformulate Theorem 5.0.2 in the following way

Theorem 5.4.1. Fix α > 0 and let V given by (5.0.1) satisfy (5.0.2). For a ⩽ 1 let the Riesz
transform Ra

V be defined as in (4.0.1). Then there is a constant C > 0 independent of the
dimension d such that ∥∥L−a(V a)

∥∥
∞ ⩽ C.

Before we move to the proof, we need two general results regarding the semigroup e−tL.
The first one is a factorization property for e−tL(V )

e−tL(V ) =

d∑
i=1

e−tL(Vi) =

d∑
i=1

e−tLi
(1) e−tLi(Vi), where Li = L− Li. (5.4.2)

The second one is an estimate for e−tLi(V a
i )

e−tLi(V a
i )(x) = Exi

[
e−

∫ t
0 Vi(Xs) ds Vi(Xt)

a
]

≲ E0

[
e−

∫ t
0 Vi(Xs+x) ds Vi(Xt)

a
]
+ E0

[
e−

∫ t
0 Vi(Xs+x) ds Vi(x)

a
]

≲ E0 [Vi(Xt)
a] + Vi(x)

a Exi

[
e−

∫ t
0 Vi(Xs) ds

]
≲ t

aα
2 + Vi(x)

a e−tLi(1)(x), (5.4.3)

valid for t > 0 and x ∈ Rd. Here we used estimate (5.0.2) for V and (5.2.5). Now we are in
position to prove Theorem 5.4.1

Proof of Theorem 5.4.1. We begin with the upper part of the integral in (4.0.1), i.e. the
integral from N to ∞. Using subadditivity of the function xa for a ⩽ 1, factorization (5.4.2),
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and (5.3.1) we obtain∫ ∞

N
e−tL(V a)(x) ta−1 dt ⩽

∫ ∞

N

d∑
i=1

e−tL(V a
i )(x) t

a−1 dt

⩽
∫ ∞

N

d∑
i=1

e−tLi
(1)(x) e−tLi(V a

i )(x) t
a−1 dt

⩽
∫ ∞

N

d∑
i=1

e−tδ(d−1)e−tLi(V a
i )(x) t

a−1 dt

⩽ Na−1
d∑

i=1

∫ ∞

N

∥∥e−tLi(V a
i )
∥∥
∞e

−tδ(d−1) dt

≲
d∑

i=1

∥∥e−NLi(V a
i )
∥∥
∞

∫ ∞

N
e−tδ(d−1) dt

≲
1

d− 1

d∑
i=1

∥∥e−NLi(V a
i )
∥∥
∞.

Then we use (5.4.3) and (5.2.1) and we estimate the resulting function similarly to (5.3.2).
To deal with the lower part we use the inequality

e−tL(V a) ⩽ e−tL(V )a, a ⩽ 1,

which follows from Hölder’s inequality. We use this and (5.4.2) to get

∫ N

0
e−tL(V a)(x) ta−1 dt ⩽

∫ N

0

(
d∑

i=1

e−tLi
(1)(x) e−tLi(Vi)(x)

)a

ta−1 dt.

Then we use (5.4.3) and obtain

∫ N

0
e−tL(V a)(x) ta−1 dt ≲

∫ N

0

(
d∑

i=1

e−tLi
(1)(x)

(
t
α
2 + Vi(x) e

−tLi(1)(x)
))a

ta−1 dt

=

∫ N

0

(
V (x)e−tL(1)(x) + t

α
2

d∑
i=1

e−tLi
(1)(x)

)a

ta−1 dt

⩽
∫ N

0
V (x)ae−tL(1)(x)a ta−1 dt+

∫ N

0
t
aα
2

(
d∑

i=1

e−tLi
(1)(x)

)a

ta−1 dt.

To the first integral we apply (5.2.1) and factorization (5.1.2), which lets us estimate the first
integral by a constant independent of x and the dimension d. To estimate the second integral
we fix x = (x1, . . . , xd) and divide its coordinates xj into those whose absolute value is greater
than 4 and all others. Say there are k coordinates greater than 4 and d− k not greater than
4. Then we consider three cases.

First we assume that k = 0 and apply (5.2.2) and (5.1.2) to get

∫ N

0
t
aα
2

(
d∑

i=1

e−tLi
(1)(x)

)a

ta−1 dt ⩽
∫ N

0
dae−a(d−1)cN t

α
2 +1

t
aα
2 ta−1 dt ≲

da

da
= 1.
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In the last inequality we used

∫ ∞

0
e−Atβ tγ dt =

Γ
(
γ+1
β

)
βA

γ+1
β

, (5.4.4)

with A = a(d− 1)cN , β = α
2 + 1 and γ = aα

2 + a− 1.
Then if k = d, we apply (5.2.1) and (5.1.2) and use the fact Vi(x) ⩾ m · 4α which gives

∫ N

0
t
aα
2

(
d∑

i=1

e−tLi
(1)(x)

)a

ta−1 dt ⩽
∫ N

0
dae−4αmacN t(d−1) t

aα
2 ta−1 dt

≲
∫ N

0
dae−4αmacN td ta−1 dt ≲ 1.

The third case is when 0 < k < d in which the estimate is a mixture of the estimates for
k = 0 and k = d. Observe that each (d− 1)-element subsequence of (x1, . . . , xd) has at least
k − 1 elements greater than 4 and at least d− k − 1 elements not greater than 4. By (5.2.1)
and (5.2.2) this means that

∫ N

0
t
aα
2

(
d∑

i=1

e−tLi
(1)(x)

)a

ta−1 dt ⩽
∫ N

0
dae−4αmacN t(k−1) e−acN (d−k−1)t

α
2 +1

t
aα
2 ta−1 dt.

Then we use Hölder’s inequality with p = d−2
k−1 (p = ∞ if k = 1) and q = d−2

d−k−1 (q = ∞
if k = d − 1) to the functions e−4αmacN t(k−1) and e−acN (d−k−1)t

α
2 +1

t
aα
2 with respect to the

measure ta−1 dt which yields

da
∫ N

0
e−4αmacN t(k−1) · e−acN (d−k−1)t

α
2 +1

t
aα
2 · ta−1 dt

≲ da
(∫ N

0
e−4αmacN t(d−2) ta−1 dt

)1/p(∫ N

0
e−acN (d−2)t

α
2 +1

t
aα
2 ta−1 dt

)1/q

≲ da
(

1

da

)1/p( 1

da

)1/q

= 1.

Again, in the last inequality we used (5.4.4).

117:43475



Bibliography

[1] J. Assaad and E. M. Ouhabaz. Riesz transforms of Schrödinger operators on manifolds. J.
Geom. Anal., 22(4):1108–1136, 2012. https://link.springer.com/article/10.1007/

s12220-011-9231-y.

[2] P. Auscher and B. Ben Ali. Maximal inequalities and Riesz transform estimates on
Lp spaces for Schrödinger operators with nonnegative potentials. Ann. Inst. Fourier,
57(6):1975–2013, 2007. https://aif.centre-mersenne.org/item/AIF_2007__57_6_

1975_0/.

[3] R. Bañuelos and G. Wang. Sharp inequalities for martingales with applications
to the Beurling–Ahlfors and Riesz transforms. Duke Math. J., 80(3):575–600,
1995. https://projecteuclid.org/journals/duke-mathematical-journal/volume-

80/issue-3/Sharp-inequalities-for-martingales-with-applications-to-the-

Beurling-Ahlfors/10.1215/S0012-7094-95-08020-X.short.

[4] N. Badr and B. Ben Ali. Lp boundedness of the Riesz transform related to Schrödinger
operators on a manifold. Annali della Scuola Normale Superiore di Pisa - Classe di
Scienze, 8(4):725–765, 2009. http://www.numdam.org/item/ASNSP_2009_5_8_4_725_

0/.

[5] B. Bongioanni and J. L. Torrea. Sobolev spaces associated to the harmonic oscillator.
Proc. Indian Acad. Sci. (Math. Sci.), 116(3):337–360, 2006. https://link.springer.

com/article/10.1007/BF02829750.

[6] A. N. Borodin. Stochastic Processes. Probability and Its Applications. Birkhäuser Cham,
2017. https://link.springer.com/book/10.1007/978-3-319-62310-8.

[7] J. Bourgain. On high dimensional maximal functions associated to convex bodies. Am.
J. Math., 108(6):1467–1476, 1986. https://www.jstor.org/stable/2374532.

[8] A. P. Calderón and A. Zygmund. On the existence of certain singular integrals. Acta
Math., 88:85–139, 1952. https://link.springer.com/article/10.1007/BF02392130.

[9] A. P. Calderón and A. Zygmund. On singular integrals. Am. J. Math., 78(2):289–309,
1956. https://www.jstor.org/stable/2372517.

[10] M. G. Cowling. Harmonic analysis on semigroups. Ann. Math., 117:267–283, 1983.
https://www.jstor.org/stable/2007077.

110
118:16681



BIBLIOGRAPHY 111

[11] E. B. Davies. Heat Kernels and Spectral Theory, volume 92 of Cam-
bridge Tracts in Mathematics. Cambridge University Press, Cambridge,
1989. https://www.cambridge.org/core/books/heat-kernels-and-spectral-

theory/39DC7EE2A5DCCE9DEF581D2F52A73E1F.

[12] Q. Deng, Y. Ding, and Y. Xiaohua. The Lq estimates of Riesz transforms as-
sociated to Schrödinger operators. J. Aust. Math. Soc, 101(3):290–309, 2016.
https://www.cambridge.org/core/journals/journal-of-the-australian-

mathematical-society/article/lq-estimates-of-riesz-transforms-associated-

to-schrodinger-operators/CCA90C265BE3ED88CE298C491ADEA361.

[13] B. Devyver. Heat kernel and Riesz transform of Schrödinger operators. Ann. Inst. Fourier
(Grenoble), 69(2):457–513, 2019. https://aif.centre-mersenne.org/item/?id=AIF_

2019__69_2_457_0.

[14] R. A. Doney and M. Yor. On a formula of Takács for Brownian motion with drift. J.
Appl. Prob., 35:272–280, 1998. https://www.jstor.org/stable/3215684.

[15] O. Dragičević and A. Volberg. Bellman functions and dimensionless estimates of
Littlewood–Paley type. J. Oper. Theory, 56(1):167–198, 2006. https://www.jstor.

org/stable/24715737.

[16] N. Dunford and J. T. Schwartz. Linear Operators, Part 1: General Theory. Wiley,
New York, 1988. https://www.wiley.com/en-us/Linear+Operators%2C+Part+1%3A+

General+Theory-p-9780471608486.

[17] J. Duoandikoetxea and J. L. Rubio de Francia. Estimations indépendantes de la di-
mension pour les transformées de Riesz. C. R. Acad. Sc. Paris, 300(7):193–196, 1985.
https://gallica.bnf.fr/ark:/12148/bpt6k54924169/f17.item.

[18] J. Dziubański. A note on Schrödinger operators with polynomial potentials. Coll.
Math., 78(1):149–161, 1998. https://www.impan.pl/en/publishing-house/journals-
and-series/colloquium-mathematicum/all/78/1/110482/a-note-on-schrodinger-

operators-with-polynomial-potentials.

[19] J. Dziubański and P. Głowacki. Sobolev spaces related to Schrödinger operators with
polynomial potentials. Math. Z., 262:881–894, 2009. https://link.springer.com/

article/10.1007/s00209-008-0404-8.

[20] J. Dziubański and J. Zienkiewicz. Hardy spaces H1 for Schrödinger operators with
compactly supported potentials. Ann. Mat. Pura Appl., 184:315–326, 2005. https:

//link.springer.com/article/10.1007/s10231-004-0116-6.

[21] T. Gallouët and J.-M. Morel. Resolution of a semilinear equation in L1. Proc.
Roy. Soc. Edinburgh Sect. A, 96(3-4):275–288, 1984. https://www.cambridge.org/

core/journals/proceedings-of-the-royal-society-of-edinburgh-section-

a-mathematics/article/abs/resolution-of-a-semilinear-equation-in-

l1/C1CDD1FFCCC022109548DA3408AAB8EE.

119:11319



BIBLIOGRAPHY 112

[22] L. Grafakos. Classical Fourier Analysis, volume 249 of Graduate Texts in Mathematics.
Springer-Verlag, New York, third edition, 2014. https://link.springer.com/book/10.
1007/978-1-4939-1194-3.

[23] U. Haagerup. The best constants in the Khintchine inequality. Stud. Math.,
70:231–283, 1981. https://www.impan.pl/en/publishing-house/journals-and-

series/studia-mathematica/all/70/3/103223/the-best-constants-in-the-

khintchine-inequality.

[24] E. Harboure, L. de Rosa, C. Segovia, and J. L. Torrea. Lp-dimension free boundedness
for Riesz transforms associated to Hermite functions. Math. Ann., 328:653–682, 2004.
https://link.springer.com/article/10.1007/s00208-003-0501-2.

[25] L. Hörmander. The Analysis of Linear Partial Differential Operators I. Classics
in Mathematics. Springer, 2003. https://link.springer.com/book/10.1007/978-3-

642-61497-2.

[26] T. Iwaniec and G. Martin. Riesz transforms and related singular integrals. J. Reine
Angew. Math., 473:25–57, 1996. https://www.degruyter.com/document/doi/10.1515/
crll.1995.473.25/html.

[27] T. Kato. Lp-theory of Schrödinger operators with a singular potential. North-Holland
Mathematics Studies, 122:63–78, 1986. https://www.sciencedirect.com/science/

article/abs/pii/S0304020808719492.

[28] M. Kucharski. Dimension-free estimates for Riesz transforms related to the harmonic
oscillator. Coll. Math., 165:139–161, 2021. https://www.impan.pl/en/publishing-

house/journals-and-series/colloquium-mathematicum/all/165/1/114001/

dimension-free-estimates-for-riesz-transforms-related-to-the-harmonic-

oscillator.

[29] M. Kucharski and B. Wróbel. On Lp estimates for positivity-preserving Riesz transforms
related to Schrödinger operators. https://arxiv.org/abs/2203.15530.

[30] M. Kucharski and B. Wróbel. A dimension-free estimate on L2 for the maximal Riesz
transform in terms of the Riesz transform. Math. Ann., 386:1017–1039, 2023. https:

//link.springer.com/article/10.1007/s00208-022-02417-5.

[31] M. Kucharski, B. Wróbel, and J. Zienkiewicz. Dimension-free Lp estimates for higher
order maximal Riesz transforms in terms of the Riesz transforms. https://arxiv.org/
abs/2305.09279.

[32] J. Lőrinczi, F. Hiroshima, and V. Betz. Feynman–Kac-Type Theorems and Gibbs Mea-
sures on Path Space, volume 34 of De Gruyter Studies in Mathematics. De Gruyter,
2011. https://www.degruyter.com/document/doi/10.1515/9783110203738/html.

120:69435



BIBLIOGRAPHY 113

[33] J. Liu, P. Melentijević, and J.-F. Zhu. Lp norm of truncated Riesz transform and an
improved dimension-free Lp estimate for maximal Riesz transform. Math. Ann., 2023.
https://link.springer.com/article/10.1007/s00208-023-02736-1.

[34] F. Lust-Piquard. Dimension free estimates for Riesz transforms associated to the har-
monic oscillator on Rn. Potential Anal., 24:47–62, 2006. https://link.springer.com/
article/10.1007/s11118-005-4389-1.

[35] J. Mateu, J. Orobitg, C. Pérez, and J. Verdera. New estimates for the maximal singular
integral. Int. Math. Res. Not., 2010(19):3658–3722, 2010. https://academic.oup.com/
imrn/article-abstract/2010/19/3658/717574.

[36] J. Mateu, J. Orobitg, and J. Verdera. Estimates for the maximal singular integral in
terms of the singular integral: the case of even kernels. Ann. Math., 174(3):1429–1483,
2011. https://annals.math.princeton.edu/2011/174-3/p02.

[37] J. Mateu and J. Verdera. Lp and weak L1 estimates for the maximal Riesz
transform and the maximal Beurling transform. Math. Res. Lett., 13(6):957–966,
2006. https://www.intlpress.com/site/pub/pages/journals/items/mrl/content/

vols/0013/0006/a010/.

[38] M. Mirek, E. M. Stein, and P. Zorin-Kranich. A bootstrapping approach to jump in-
equalities and their applications. Anal. PDE, 13(2):527–558, 2020. https://msp.org/

apde/2020/13-2/apde-v13-n2-p07-s.pdf.

[39] M. Mirek, T. Z. Szarek, and B. Wróbel. Dimension-free estimates for the discrete spherical
maximal functions. Int. Math. Res. Not., page to appear, 2023. https://academic.oup.
com/imrn/advance-article-abstract/doi/10.1093/imrn/rnac329/6971787.

[40] F. Olver, D. Lozier, R. Boisvert, and C. Clark, editors. NIST Handbook of Mathematical
Functions. Cambridge Univ. Press, Cambridge, 2010. https://www.cambridge.

org/gb/academic/subjects/mathematics/abstract-analysis/nist-handbook-

mathematical-functions?format=WW&isbn=9780521140638.

[41] S. K. Pichorides. On the best values of the constants in the theorems
of M. Riesz, Zygmund and Kolmogorov. Stud. Math., 44:165–179, 1972.
https://www.impan.pl/en/publishing-house/journals-and-series/studia-

mathematica/all/44/2/98392/on-the-best-values-of-the-constants-in-the-

theorem-of-m-riesz-zygmund-and-kolmogorov.

[42] S. Port and C. Stone. Brownian motion and classical potential theory. Academic Press,
New York, 1978. https://www.sciencedirect.com/book/9780125618502/brownian-

motion-and-classical-potential-theory.

[43] Z. Shen. Lp estimates for Schrödinger operators with certain potentials. Ann. Inst.
Fourier, 45(2):513–546, 1995. https://aif.centre-mersenne.org/item/AIF_1995_

_45_2_513_0/.

121:23383



BIBLIOGRAPHY 114

[44] A. Sikora. Riesz transforms, Gaussian bounds and the method of wave equation. Math.
Z., 247:643–662, 2004. https://link.springer.com/article/10.1007/s00209-003-

0639-3.

[45] E. M. Stein. Topics in harmonic analysis related to the Littlewood–Paley theory, vol-
ume 63 of Annals of Mathematics Studies. Princeton University Press, Princeton,
1970. https://press.princeton.edu/books/paperback/9780691080673/topics-in-

harmonic-analysis-related-to-the-littlewood-paley-theory-am.

[46] E. M. Stein. Singular integrals and differentiability properties of functions, vol-
ume 30 of Princeton Mathematical Series. Princeton University Press, Princeton,
1971. https://press.princeton.edu/books/hardcover/9780691080796/singular-

integrals-and-differentiability-properties-of-functions-pms.

[47] E. M. Stein. Some results in harmonic analysis in Rn, for n → ∞. Bull. Am. Math.
Soc., 9(1):71–73, 1983. https://projecteuclid.org/journals/bulletin-of-the-

american-mathematical-society-new-series/volume-9/issue-1/Some-results-

in-harmonic-analysis-in-mathbf-Rn--for/bams/1183550976.full.

[48] E. M. Stein and G. Weiss. Introduction to Fourier Analysis on Euclidean
Spaces, volume 32 of Princeton Mathematical Series. Princeton University Press,
Princeton, 1971. https://press.princeton.edu/books/hardcover/9780691080789/

introduction-to-fourier-analysis-on-euclidean-spaces-pms-32-volume-32.

[49] K. Stempak and J. L. Torrea. BMO results for operators associated to Hermite expan-
sions. Illinois J. Math., 49:1111–1131, 2005. https://projecteuclid.org/journals/

illinois-journal-of-mathematics/volume-49/issue-4/BMO-results-for-

operators-associated-to-Hermite-expansions/10.1215/ijm/1258138129.full.

[50] AS. Sznitman. The Feynman–Kac Formula and Semigroups. In Brownian Motion, Ob-
stacles and Random Media, Springer Monographs in Mathematics, pages 3–37. Springer,
Berlin, Heidelberg, 1998. https://link.springer.com/book/10.1007/978-3-662-

11281-6.

[51] S. Sýkora. Surface integrals over n-dimensional spheres,. http://www.ebyte.it/

library/docs/math05a/nDimSphereSurfaces05.html.

[52] L. Takács. On a generalization of the arc-sine law. Ann. Appl. Prob.,
6(3):1035–1040, 1996. https://projecteuclid.org/journals/annals-of-

applied-probability/volume-6/issue-3/On-a-generalization-of-the-arc-

sine-law/10.1214/aoap/1034968240.full.

[53] S. Thangavelu. Lectures on Hermite and Laguerre expansions, volume 42 of
Mathematical Notes. Princeton University Press, Princeton, 1993. https:

//press.princeton.edu/books/paperback/9780691000480/lectures-on-hermite-

and-laguerre-expansions-mn-42-volume-42.

122:46857



BIBLIOGRAPHY 115

[54] R. Urban and J. Zienkiewicz. Dimension free estimates for Riesz transforms of some
Schrödinger operators. Israel J. Math., 173:157–176, 2009. https://link.springer.

com/article/10.1007/s11856-009-0086-x.

123:22312


	Introduction
	Riesz transforms — overview
	Riesz transforms associated with Schrödinger operators
	Summary of known results
	Classical Riesz transforms
	Riesz transforms associated with Schrödinger operators

	Outline of the thesis and overview of the methods
	Notation

	I Classical Riesz transforms
	L2 estimates for the maximal Riesz transform
	Factorization
	Multiplier estimates
	Square function estimates

	Lp estimates for the higher order maximal Riesz transform
	Factorization
	The real method of rotations
	Averaging
	Extension to Cd and the complex method of rotations
	Restriction to the initial Riesz transforms
	Bounding the restriction R* of R"0365R*.
	Bounding the difference between Rt and Rt



	II Riesz transforms associated with Schrödinger operators
	Lp estimates for Riesz transforms associated with Schrödinger operators
	Definitions and general results on Lp for 1 ⩽p < ∞
	Definitions and a counterexample on L∞
	L∞ boundedness for classes of potentials
	L1 boundedness for classes of potentials

	Dimension-free estimates for Riesz transforms associated with Schrödinger operators
	Definitions
	One-dimensional estimates
	L∞ dimension-free estimates
	L1 dimension-free estimates



