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ON ADMISSIBILITY IN ESTIMATING
THE MEAN SQUARED ERROR OF A LINEAR ESTIMATOR*

- ’ BY

CZESEAW STEPNIAK (LUBLIN)

Abstract. Consider a linear estimator of a parametric vector Cp
in the normal Gauss—Markov model Y ~ A4 (XB, V). The Mean
Squared Error of such an estimator may be presented in the form
ko +p X' KXf and may be estimated by quadratics in ¥. Some basic
decision-theoretic questions in the estimation are discussed. Among
others, some admissible estimators of the MSE in several classes of the
quadratics are given.

1. Introduction. Most of the papers on quadratic estimation refer to the
variance components only. Such a problem can be considered with respect to
various classes of quadratics. Several authors, among others Klotz, Milton and
Zacks [6] and Harville [5], noted that some customarily used ANOVA
estimators may be dominated by some biased estimators. Now it is well known
(see, e.g., Perlman [9], LaMotte [8], and Stgpniak [12]) that no quadratic
unbiased estimator of variance components is admissible among all quadratics.
The second bad property of the unbiased quadratics was shown by LaMotte
[7]. Namely, no unbiased quadratic estimator of a variance component, except
the error component, is nonnegative definite. In the past decade some papers
on quadratic estimation went beyond this classical framework (e.g. [1]-[4]
and [10]).

Let CB be an estimable parametric vector in the normal Gauss—Markov
model Y ~ A4 (XB, oV) and let DY be an arbitrary linear estimator of this
vector. The Mean Squared Error of DY may be considered as a parametric
function of the form

¥ = ka+p X' KXB.

We can be interested in estimating the parameter i by quadratic forms in Y. It
appears that some other statistical problems such as variable selection or
estimating the weighted length of f can be presented in such a form (see, e.g.,
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Gnot et al. [3] and Grzadziel [4]). In this context it would be interesting to
know whether, as for variance components, any quadratic unbiased estimator
of the function 1 is inadmissible among all quadratics.

In this paper we answer both this and other questions of this type. More-
over, some admissible estimators of ¥ among all quadratics and among non-
negative quadratics are given.

2. Preliminaries. Let us consider a normal Gauss—-Markov model
(1 Y ~ N (XB, cV),

where X is a known n x p matrix and V is a symmetric nonnegative definite
“matrix of order n such that r(V+XX') > r(X), while feR? and ¢ >0 are
unknown parameters. Then there exists a projector P = Py on the column
space of X and a quadratic form s = Y'SY such that

(A) PY is the Best Linear Unbiased Estimator of the mean vector p = Xp;

(B) s is the Best Quadratic Unbiased Estimator of the parameter o.

Moreover, the estimators i = PY and & = s are stochastically indepen-
dent and jointly constitute a complete sufficient statistic in the model (1) (see,
e.g., Seely [11], Theorem 2.1 and Corollary 2.2). Thus /i and s are the Uniformly
Minimum Variance Unbiased Estimators of their expectations.

Now let us consider a parametric vector § = CB and let § = DY be an
arbitrary linear estimator of 6. The Mean Squared Error of § is defined by

() MSE 0/, o) = E(0—0) (6—6).

If CB is linearly estimable, then the matrix C can be presented in the form
C = BX for some B and the MSE can be written as a parametric function

) Y =y (B, 0)=ke+p X' KXp,

~ where k is a scalar and K is a symmetric matrix of order n. Without loss of
generality we may and shall assume that PPKP = K.

We are interested in estimating the parameter Y by quadratic forms Y'QY
under the usual risk

@ R(Y'QY/B, 0) = E(Y'QY—y)*.

Since the expression (4) involves only first two moments of the quadratic form
Y'QY, the initial normality assumption can be weakened to

EYQY)=0octr(VO)+ B X' QXf
and
var(Y'QY) = 262 tr (VQVQ)+46f X'QVQXB

for any symmetric matrix Q.
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Our problem may be considered with respect to various classes of quad-
ratics (cf. Stepniak [12]). The following ones are standard:

%o =1{Y'QY: Q is an arbitrary symmetric matrix of order n},
€, ={Y'QY: E(YQY)=y}, %,={Y'QY: Q is nonnegative definite}.
Considering the quadratic form g Kji, where ji is the BLUE of u, we
see that
E( Kf) = otr (VK)+ B X'KXB.

Thus, by (B) and by the completeness of (4, s), the parametric function (3) is
quadratically estimable and

() 1 = [k—tr(VK)]s+4 KA

is its BQUE.

In particular, if DY is an unbiased estimator of 6, then (3) reduces to ko
and the BQUE ks of the MSE of DY is dominated by the biased quadratic
d(d+2)"'ks, where d =r(V+XX)—r(X) is the number of the freedom
degrees for error in the model (1). In general, the parametric function (3) in-
volves also a term depending on B. Then the estimator (5) is dominated by

d I
'ﬁo = m[k—tr(VK)]S-i-ﬂ K.

We note that the MSE defined by (2) is a nonnegative function of § and o,
while the quadratic form i, is not nonnegative definite unless k > tr (VK). If
k < tr(VK), then the estimator {, can be replaced by a nonnegative definite
quadratic

Vo= K

In the next section we shall proVe that the quadratic forms v/, and /, are
admissible estimators of the Mean Squared Error (2) under the risk (4) in the
classes ¥, and %,, respectively.

3. Results. Let us start with some auxiliary results.

ProOPOSITION 1. Let Y'QY and Y'TY be arbitrary quadratic estimators of
a parametric function Yy = ko+ ' X' KX such that X'QX = X’KX and

(6) R(Y'TY/B, 6) < R(Y'QY/B, o)
for all BeR? and 6 > 0. Then X’TX = X'KX.
Proof. We observe that

R(Y'QY/B, 0) = E(Y'QY —¥)* = var(Y'QY)+[E(Y'QY)—y]*
= var(Y'QY)+[tr (VQ)—k]? >
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and
R(Y'TY/B, 0) = var(Y'TY)+[E(Y'TY)—}?
= var(Y'TY)+[(tr (VT)—k)o+ 8 X' (T—K) Xf]>.
Now for fixed but arbitrary ;€ R? and 6, > 0 let us consider a real function
fx)=R(Y'QY/xBo, 60)—R(Y'TY/xB,, 60).
This function can be written in the form
. f&x)=ax*+bx?+c, where a= —[Bo X (T—K)XBo}>.

Now it is clear that the condition (6) implies the desired result X'TX =
X'KX. m
As a direct consequence of the proposition we get

COROLLARY 1. A quadratic form Y'QY is an admissible estimator of its
expectation in the class %, if and only if it is admissible in the class
{YTY: X'TX = X'QX}.

In the light of the above, the estimation of a parametric function
Y =ko+p X'KXp is worth considering in an auxiliary class

%, ={Y'QY: X'0X = X’KX}.

We shall prove

PROPOSITION 2. In the class €4 the best estimator of the parametric function
W exists and this estimator can be presented in the form

d
] Yo = m[k—tr(VK)] s+ K,

where d =r(V+XX')—r(X).

Proof. By the completeness of (fi, s) for any quadratic estimator Y'QY
belonging to %5 there exists an estimator cs+ 'K, where ceR, such that

E(es+ A Ki—y)* < E(Y'QY —y)2.
Moreover,
E(cs+ A Ka—y)* = c®>vars+[E (cs+ A Kp)— ko — B X' KX B]* + var (' Kf)
_2c%a”

d

+(c—b)2 6% +var (W'Kf)

= (dji_zcz—Zbc) o2 +b? o +var (WKf),
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where b = k—tr(VK). Let us consider a real function

(®) g(x) = ddﬁxz—be.

Its minimum is attained for

bd

This implies the desired result. m
In .cofls_equéhce of the proposition we get

COROLLARY 2. A quadratic form Y'QY is an admissible estimator of its
expectation in the model (1) if and only if YQY= {'Kji for some symmetric
matrix K. In particular, the BQUE of the MSE of DY is inadmissible unless
var(D'Y) = 0.

COROLLARY 3. If Y = ko, then
Yo=d(d+2) ks
is its best invariant quadratic estimator.
The main results of this paper are contained in Theorems 1 and 2.

THEOREM 1. The quadratic form \, defined by (7) is an admissible estimator
of the parametric function = ko+ ' X'KXf in the class €,.

The theorem follows directly by Propositions 1 and 2. =

Now let us assume that the parametric function ¥ is nonnegative (for
instance, if { is the MSE of a linear estimator). Then it is natural to seek for an
estimator of ¥ in the class %,. We note that the quadratic y, defined by (7)
does not belong to the class if k < tr(VK).

. THEOREM 2. If  is a nonnegative parametric function of the form y =
ko+ B X'KXf such that k < tr(VK), then the quadratic form

®) ¥, = AKA

is an admissible nonnegative estimator of .

Proof. We need only to observe that if b = k—tr(VK) <0, then the
function g(x) defined by (8) is increasing for x > 0 and, therefore, its con-
ditional minimum under x > 0 is attained for x =0. =
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