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Stein's identity in one dimension (1)

X ∼ N(µ, σ2), f (x) : R→ R ,E |f (X )| <∞, E |f ′(X )| <∞

Stein's identity:

E [(X − µ)f (X )] = σ2E [f ′(X )]

Proof:

φµ,σ(x) =
1√
2πσ

e−
(x−µ)2

2σ2

φ′µ,σ(x) = −
(x − µ)
σ2

φµ,σ(x)
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Stein's identity in one dimension (2)

σ2E [f ′(X )] = σ2
∫ ∞
−∞

f ′(z)φµ,σ(z)dz

= σ2f (z)φµ,σ(z)|∞−∞ − σ2
∫ ∞
−∞

f (z)φ′µ,σ(z)dz

=

∫ ∞
−∞

f (z)(z − µ)φµ,σ(z) = E [f (X )(X − µ)]
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Stein's identity in p dimensions

X ∼ N(µ, σ2I ), f (x) : Rp → R
p , weakly di�erentiable

Stein's identity:

E [(X − µ)T f (X )] = σ2
p∑

i=1

E

(
∂fi (X )

∂Xi

)
= σ2E [div f (X )]
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Stein's Unbiased Risk Estimator (SURE) (1)

µ̂ = X + g(X ) , g(X ) satis�es Stein's identity

SURE (µ̂) = pσ2 + ||g(X )||2 + 2σ2div g(X )
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Stein's Unbiased Risk Estimator (SURE) (2)

Theorem:

E [SURE (µ̂)] = E ||µ̂− µ||2

Proof:

E ||µ̂− µ||2 = E ||X + g(X )− µ||2

= E ||X − µ||2 + E ||g(X )||2 + 2E [(X − µ)Tg(X )]

= pσ2 + E ||g(X )||2 + 2σ2E [div g(X )]

= E [SURE (µ̂)]
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Application: James-Stein Estimator

µ̂ =

(
1− (p − 2)σ2

||X ||2

)
X

g(X ) = −(p − 2)σ2

||X ||2
X , satis�es Stein's identity whenp > 2

||g(X )||2 = (p − 2)2σ4

||X ||2

∂gi (X )

∂Xi
= −(p − 2)σ2

||X ||4
(||X ||2 − 2X 2

i )

div g(X ) = −(p − 2)σ2

||X ||2
(p − 2) = −(p − 2)2σ2

||X ||2

||g(X )||2+2σ2div g(X ) =
(p − 2)2σ4

||X ||2
−2(p − 2)2σ4

||X ||2
= −2(p − 2)2σ4

||X ||2
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