Teoretyczne podstawy analizy duzych zbiorow danych
Material na kolokwium

1. Testowanie globalnej hipotezy zerowej.

a) Korekta Bonferroniego. Dow6d kontroli btedu pierwszego rodzaju.

b) Igta w stogu siana - model matematyczny, postaé¢ testu ilorazu wiarogodnosci (z wypro-
wadzeniem), prog detekeji, optymalnosé korekty Bonferoniego (bez dowodow).

c¢) Test kombinacyjny Fishera. Rozktad przy Hy (z dowodem).
d) Test chi-kwadrat. Rozktad przy Hy (z dowodem).

e) Matematyczny model dla rozproszonych sygnalow, postaé testu ilorazu wiarogodnosci (z
wyprowadzeniem), prog detekcji, optymalnosé testu chi-kwadrat (bez dowodow).

f) Test Simesa z dowodem kontroli btedu pierwszego rodzaju.
g) Model rzadkiej mieszaniny, prog detekcji (bez dowodu).

h) Test podwyzszonego krytycyzmu - definicja, wartos¢ krytyczna, optymalnosé (bez dowo-
du).

i) Optymalnosé korekty Bonferroniego w modelu "rzadkiej mieszaniny" (bez dowodu).

j) Poréwnanie roznych testow dla hipotezy globalnej i odpowiednich modeli matematycz-
nych.

h) Dystrybuanta empiryczna - wlasnosci, proces empiryczny, most Browna, testy dla hipotezy
globalnej oparte na procesie empirycznym

2. Testowanie wielokrotne

a) Definicja FWER.
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Dowod kontroli FWER przez korekte Bonferroniego.
Procedura Holma z dowodem kontroli FWER.
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Procedury Holma i Hochberga jako wyniki zasady domkniecia (bez dowodow).
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FDR - definicja, relacja z FWER.

Procedura Benjaminiego Hochberga - kontrola FDR gdy statystyki sa niezalezne, adapta-
cja do sytuacji dowolnej zaleznosci (bez dowodow).
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h) Optymalnos$é reguty BH z punktu widzenia optymalizacji ryzyka Bayesowskiego i minima-
lizacji btedu estymacji - znajomosé definicji (ryzyko bayesowskie, ryzyko minimaksowe) i
faktow (bez szczegdtowego przytaczania zalozen).

3. Estymator Jamesa-Steina.

a) Tozsamosé¢ Steina (bez dowodu).
b) Nieobcigzony estymator ryzyka Steina (SURE).

c) Estymator Jamesa-Steina - dowod, ze dominuje on nad estymatorem najwickszej wiaro-
godnosci (z wykorzystaniem tozsamosci Steina)

d) Bayesowski estymator $redniej w modelu normalnym (z wyprowadzeniem).

e) Zwigzek estymatora Jamesa-Steina z empirycznym estymatorem bayesowskim (co oznacza
"empiryczny estymator bayesowski"?)



