Wroctaw, May 14, 2021

EXERCISE LIST NO 10

SIMULATIONS AND ALGORITHMIC APPLICATIONS OF MARKOV CHAINS

Ising model. Let G = (V, K). Ising model provides a way of choosing a random element e
from {—1, 41}, which we will call configuration. For given configuration e(v) € {—1,+1} is the
value of the spin in vertex v. The model gives us the following formula

1
P(Y =e) =ngpgle) =n(e) = 7 exp(—BH(e)), where H(e) = — Z e(vy)e(ve).
G.8 .
k=(vi,02) € K
H(e) is called the energy of the configuration, while /3 is called the inverse of the temperature.
We mostly consider > 0 and we we call the model ferromagnet then, but we can also take

B < 0 and then the model is called antiferromagnet.

Definition 1 Let Z ~ w. A probability measure m on E = SV is monotone if for e < €', all
v €V such that m(e_,) >0 and w(e’_,) > 0 we have

P(Zw)<s|Zy=e)>P(Z(v)<s|Z,=¢€,) foralls€S. (1)

Definition 2 Let Z ~ 7. A probability measure = on E = SV is anti-monotone if for e < €/,
all v € V such that w(e_,) > 0 and w(e_,) > 0 we have

P(Z(w)<s|Z,=e)<P(Z(v)<s|Z,=¢€) forallseS. (2)

Exercise 1 Consider Ising model on graph G = (V, K) and pick any vertex v. Let e € {—1, +1}V\{v}
be some configuration assignign spins to all vertices except v. We denote e™ to be the configu-
ration e extended by assigning positive spin to v and e~ to be the configuration e extended by
assigning negative spin to v. Show that

m(e™)

m(e”)
where k4 (v, e) denotes the number of neighbours of v with positive spin and k_(v,e) denotes
the number of neighbours of v with negative spin.

= e:ﬁp(2ﬂ(l€+(v, e) - k‘_(U, e)))a

Exercise 2 Consider Ising model on graph G = (V, K) with the same notations as in Exercise
1. Assume that configuration Y has been chosen according to distribution 7. We now ’forget’
the spin of one particular vertex v and are interested in its distribution conditioned on all the
other spins in configuration Y. Show that

6.1‘p<25(k’+ (’U¢ e) —k_ (U7 e)))
(Y (v) =41 Y(V\{v)})=e) = .
Vo) =+ YA = &) = 26k, (v.0) — k_(v.0))
Exercise 3 Consider Ising model on graph G = (V, K) with the same notations as in Exercise
1 and pick any vertex v. We introduce the ordering in the configurations as follows: for two
configurations e, e’ € {—1,+1}V M} we say that e < € if e(w) < €/(w) for all w € V'\ {v}. Show
that if e < €, then

Y () =+1 | Y(V\{v}) =e) < 7(Y(v) =+1 Y (V\{v}) =€)



Exercise 4 Prove that if 3 > 0, then measure given by Ising model is monotone and that if
B < 0, then measure given by Ising model is anti-monotone.

Exercise 5 Recall the definition of the birth and death process on a state space £ = {0,1,..., N}
with the transition probability matrix

[ 1—po po O O O 0 ... 0
q1 rn ppr 0 O 0 .. 0
0 @ 1™ p2 O 0 .. 0
b= 0 0 0 ¢ mn p O 0 ’
0 e gN-1 TN-1 DPN-1
0 e 0 q0 1- q0

where pg > 0,q0 > 0 and for all ¢ € {1,...,N —1}: p; > 0,¢; > 0,p; + ¢; + 7 = 1. We say that
the Markov chain X with partial ordering = is stochastically monotone if

V(e,- = eJ)V(A S Z/{) P(eZ,A) < P(ej,A),

where A € U if we have that (e; < ej,i € A) = (j € A) (in other words: if we have two states
and smaller one belongs to A than the larger one also has to belong to A). When is the birth
and death process defined above stochastically monotone with regards to linear ordering <7

Exercise 6 Updating function is monotone with regards to partial ordering < if
V(ei = ej) V(uel01])  ¢lei,u) < dlej,u)

Markov chain with the transition matrix P is realizable monotone if there exists monotone
updating function for it. What is the relation between stochastic monotonicity and realizable
monotonicity? Give conditions under which birth and death process from the previous exercise
is monotone realizable and give monotone updating function.

Exercise 7 Recall the construction of the Gibbs algorithm for the knapsack problem for sta-
tionary distribution 7(x) = %eﬁ S Ti% where Z is normalizing constant, ¢; are values of items,
x; are indicators whether the item was taken in the backpack, [ is some constant. Let W be
the size of the knapsack. Simulate the behaviour of such algorithm for (a) ¢; = w; = 2, W =
5000, d = 100, (b) ¢; = 100% — i, w; = i%, W = 5000, d = 100. Find possibly best knapsack using
this algorithm. Test out how the algorithm behaves for different 5.

Exercise 8 Recall the construction of Metropolis algorithm in the Moodle notebook link for
the travelling salesman problem. We have that for a permutation of travelling through cities the
cost of travel is f(o) = S0 M(04,0441) + M(0y,01). Suggest an appropriate 7(o) based on
f(0). Build a solution to the problem presented in the notebook for the 13 US cities. Test out
how the algorithm behaves for different 3.



